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Auxiliary Verbs:
A Dynamic Syntax Account

Abstract

Dynamic Syntax is a grammar formalism that seeks to combine insights from stud-
ies in syntax, semantics, pragmatics and psycholinguistics into a cohereet ofiod
communication. It is based on the idea of monotonic tree growth, wherebpiieter
tations are built up in an incremental manner; word by word, as each isietered

in a string. The theoretical underpinnings of Dynamic Syntax are brieflioead in
section 1.

English auxiliary verbs are a well-studied group of words in many diffefer:
malisms, chiefly because they are a small group with highly idiosyncratic fiegpe
The group of auxiliaries is described in section 2, and previous accofinkem

in different frameworks, as well as attempts to explain the data from a diaichr
perspective, are outlined in section 3.

Section 4 introduces Dynamic Syntax’s formal tools, with examples to illustrate ho
the key notions interact to produce semantic parse trees for grammatiogs$ sivar-
ious possible ways of using these tools to analyse the complex problemstprkese
by the English auxiliary verbs are explored in section 5.

Full details of how the key notions of LINKed structures and underspadtiéin can
account for the syntactic peculiarities of English auxiliary verbs, andailsommo-
date their semantic idiosyncracies are given in section 6. Specific attentiaiaitop
the tricky interaction between the auxiliary system antl and other negative words
(notablyneve), and the wh-question words. The analysis is extended to account for
exceptional items, and its implications for infinitived-are discussed. Conclusions
and questions for further research are offered in section 7.

1 Introduction

Dynamic Syntax is a grammar formalism which is based on tka mf monotonic tree
growth. The theoretical notions upon which it depends atinaa below, with the formal
tools laid out in detail in section 4.

Briefly, the foundations of Dynamic Syntax are based in thegaition of the fact that
what are usually considered independent features of lgggyusyntax, semantics and
pragmatics, are in fact mutually dependent features of imucoamunication. Parsing
and processing are taken to be two sides of the same coinjdmgg away with the (usu-
ally implicitly accepted) Chomskyan distinction betweemgetence and performance
(see section 1.1). Additionally, words are analysed in tfaeoin which they occur in a
string, thus taking how an interpretation is built up to haveentral role. Further, com-
plete trees in Dynamic Syntax have no representation of waddr, and are thus more
appropriately seen as analogous to semantic trees. Dyrayni@ax rejects the notion



that a separate descriptive level is required for syntastyating instead that phenomena
usually described as syntactic can be explained and deschp the state of a (partial)
parse tree.

Like in many theories of semantics (for example, lambdautakas in Carpenter (1997)),
language is seen as compositional, with meanings built wpads are added to the parse
tree. The principle of compositionality holds that, in maldanguages, the basic mean-
ing of an utterance or sentence can be built up by the respeatteanings of its parts.
This principle has strong intuitive arguments in its favolinese are, briefly, productivity
and systematicity. Systematicity refers to the fact thatelrare definite patterns that are
apparent in natural languages; for example, if we know thaesone understands the sen-
tence “John loves Mary”, we would expect them to also undestMary loves John”.
Productivity refers to the human ability to understand aadhble to produce an infinite
number of novel utterances. This suggests that we are abtanbine words that we al-
ready know and their meanings in a systematic way to allow ugerpret or form strings
which we could not have previously encountered. Althougséhintuitive arguments to-
wards a compositional theory of meaning are compelling,caetance of the principle
is not to suggest that a complete semantic system can be passlg on syntactic con-
siderations. Even simple sentences can have differentingsaim different contexts (as
the mere existence of sarcasm demonstrates), howevesnisshat compositionality has
an important role to play in any theory of grammar that seeksdorporate meaning, as
Dynamic Syntax does.

Dynamic Syntax also seeks to incorporate notions of coméxthe theory, thus formal-
ising ideas that are usually consigned to the “pragmatidetasket” (Bar-Hillel (1971)).
Dynamic Syntax asserts that, contrary to popular beliefgpratics is an integral part of a
theory of grammar. Although differing slightly in detaihe basic theoretical standpoint
for incorporating contextual factors into a theory of graanns that of Relevance The-
ory, as espoused by Sperber & Wilson (1995), and outlineovbél section 1.2. Like
Relevance Theory, Dynamic Syntax takes the act of commuaictd be of fundamental
importance to any linguistic theory. Communication is vieves a goal-driven process,
with the aim of recovering intended meanings. Because afttisonus is on the hearer
in any communicative situation, and interpretation (i.@smg), not language production
is seen as primary. This view is supported by data from lagga&quisition studies, and
our intuitions that people (especially children and sedanduage learners, who do not
yet have a full grasp of the language) can understand litigunputs of greater complex-
ity than they can spontaneously produce. Like Relevanceryham, the philosophical
underpinnings of Dynamic Syntax share the commitment todoftan representational
theory of mind (see e.g Fodor (1998), for philosophical argnts and discussion). This
does not mean that compositionality is lost, merely thattimapositional semantics and
syntax interact with contextual and pragmatic inferencesterpretations are built, in
order to uncover the speakers intended meaning.

A further key feature of the Dynamic Syntax approach is th& not only to be seen
as a ‘snapshot’ of language, fixed both in time and place. kégaon board the chal-



lenges presented by both cross-linguistic and diachraatie, dand, while offering formal
tools which generalise to different languages and linguistvironments, also tries to
incorporate its notions of pragmatic constraints to explow processing pressures, in-
cluding concepts such as routinisation, can lead to largeagnge. Routinisation, as
a phenomenon that occurs at a scale between participandiahogue, is supported by
psycholinguistic studies, such as Pickering & Garrod (20Wvhat Dynamic Syntax tries
to formalise is the other level at which routinisation osguwithin subjects, whereby
sets of linguistic actions which are called up frequentlgimilar situations can form a
routine. An example relates to word order, which is known awehbeen much freer in
Old English than it is in modern English. A Dynamic Syntax lex@tion of this might
point to the fact that certain actions (originally assaaiatvith specific lexical items) al-
ways led to the initial actions in the interpretation of ateece being the same, which,
over time became encoded as a general rule. Over successiseauch a routine can
become calcified, and its origins in processing pressurgsh@aost. In this way, while
it is clear, for example, that the auxiliary system in Engligpresents an idiosyncratic
language specific lexical group, with highly specialisedtagtic and semantic properties
which children must simply learn (in a similar way to theiclphenomena in Spanish, as
studied in Bouzouita & Kempson (2006), and supported by etuidi children’s language
acquisition, such as Richards (1990)), Dynamic Syntax sftex a way to hypothesise
about where these idiosyncracies might have originatethetefore seems able to cap-
ture the linguistic facts suggesting the gradual naturéngliistic change, as it can show
how certain sets of commonly used actions could becomenisat and preferred, before
becoming calcified in a grammar, whilst alternatives aig stiprinciple, possible. This
contrasts to the notion of parametric variables in langualgeh must be set either one
way or the other. We will see how using a Dynamic Syntax typenaflysis to explain how
such calcifications of actions may have arisen from prongsand pragmatic preferences
can help to account for negative contracted auxiliary fofeng.can't, section 6.3.4) and
negative words likenever(section 6.3.3), later.

1.1 Psycholinguistic Support for Incremental Processing

Historically, the fields of theoretical linguistics and phplinguistics have not had much
impact on one another. The reasons for this are clear wheron&der the adherence
to the Chomskyan notions of competence and performance ese tterms, competence
is the ‘perfect’ grammatical knowledge people are suppasdthve in their heads, and
performance involves a ‘mangled’ imperfect version of thifis division was meant to

account for performance errors (describing what happemswbr example, we produce
an ungrammatical or incomplete string, or how we can undedsbne) without compro-

mising the fact that, as we know when strings are ungramalatice must have some
accurate grammatical template in our heads (competencough Dynamic Syntax

does not license strictly ungrammatical strings (as theepaiill abort, see section 4.1,
for details), a partial tree will have been generated up ¢opthint where the parse fails,
which would potentially be available to be updated from eaht Nevertheless, the dis-



tinction has been largely respected by both theoreticglists and psycholinguists, the
former concentrating on investigating competence gramwmitst the latter were con-
cerned with performance effects, such as memory consdraint

More recently, however, researchers on both sides of thdedhave begun to appreciate
that the distinction may not be as principled as first thoughtevidenced by a growing
body of literature (see e.g. Hawkins (2004)). Indeed, Chgraskppeal to our intuitive
ability to distinguish grammatical from ungrammatical etes seems unable to account
for our sense that some grammatical strings are somehosV §esmmmatical than others.
In Dynamic Syntax terms, we might speculate that, given temtences and all other
things being equal, more complicated steps would be redjtireeach a complete parse
tree in the less ‘acceptable’ sentence. Note, however,stat a notion otomplexity

is not well defined in Dynamic Syntax, and therefore no tdstalgpotheses based on
complexity as a factor in acceptability can currently berfalated.

In fact, studies on cross-linguistic and diachronic da¢gens to show that performance
‘facts’ can explain and affect syntactic ones and vice veYgh this in mind, syntactic
theories that can easily be used or translated as parsatgggs which explain the psy-
cholinguistic data should be preferred to those which haygostulate entirely separate
machinery to account for ‘performance’ data.

Psycholinguistic studies on head-final languages like dag@mand Korean (exemplified
by Kamide & Mitchell (1999)), and also languages like Dutetd &erman which have
head-final constituents seem to show that, in parsing,mmengality is of vital importance.
If a parse were head-driven, as, for example, in Pritch@@1}, who claims that a “node
cannot be projected before the occurrence of the head, giraelevant features which
determine its categorial identity and license both its onahigs arguments’ attachment are
theretofore undetermined”, then there would have to beipteltunattached constituents,
in even simple Japanese sentences (e.g. (1)), thus plaangrals on short-term memory:

(1) Chika-ga Kayo-ni koneko-o ageta
Chikayoys Kayopar Kittensce gave
‘Chika gave Kayo a kitten.’

Contrarily, incremental accounts posit fewer constraimdlre starting point for com-
puting structural relations. They suggest that represientd features can be postulated
before ‘head’ words appear (for example, case markers onsnoould indicate struc-
ture to be built up prior to the verb being encountered). Arguats could therefore be
assigned to an as-yet-unprocessed verb, incrementalljegsare encountered. This is
indeed what a Dynamic Syntax account of head final languaggmpes. Although the
three noun phrases are in some sense unfixed before the ygrbsrance, constructive
use of case markers allows the building up of structure, mgdhat, instead of three sep-
arate noun elements waiting for the verb, there is one noompgwith the relationships
between them already determined. This type of approach e mdine with speaker
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intuitions, as Steedman & Baldridge (2003) note, “Dutch,r@am and Japanese speakers
greet with hilarity the suggestion that their language$itiv any analysis until the verb
group ... has been processed”.

1.2 Relevance Theory

Following Grice (1975), Relevance Theory sees communicad® an act of coopera-
tion between speaker and hearer. The Gricean program, ilifehentiates between the
truth-conditions of a sentence (which was taken to be thienredsemantics) and what
is actually communicated on any given occasion, via implies (taken to be the realm
of pragmatics) treats what is said as quantifiably diffefearh what is meant, whilst also
making the assumption that certain aspects of utterancaingsa for example, conven-
tional implicatures, can be systematically defined fronirtliteral meanings. At its heart
is Grice’s formulation of the ‘folk-linguistic’ idea thatds speakers, we expect what we
say to be accepted as true, [and] as hearers, we expect vdaad i® us to be true” (Wil-
son & Sperber (2002)), therinciple of Quality However, as Wilson & Sperber (2002)
note, “The relevance-theoretic account is based on anofl@rice’s central claims: that
utterances automatically create expectations which ghelbearer towards the speaker’s
meaning.” Relevance Theorists therefore believe that thddmental expectation of a
hearer is that an utterance will be relevant to the discoansé not that they will neces-
sarily be told something true.

Sperber & Wilson (1995, 2002) define two principles of refesg based on a cost /
benefit model whereby processing effort is seen to be the awbtpositive cognitive
effects are the benefits.

(2) The First, or Cognitive, Principle of Relevance
The human cognitive system tends towards processing therglegant inputs
available

(3) The Second, or Communicative Principle of Relevance
Every utterance conveys a presumption of its own optimalegice (Sperber &
Wilson (2002)

With these two principles in place, Relevance Theoristekelthey can show how speak-
ers and hearers can arrive at a shared meaning, via presmspiibout what the other
takes as relevant in any given context, knowing that theratliebe following a path of
least effort to arrive at a plausible hypothesis.

Relevance Theorists do not deny that an utterance can herad iteaning, but claim that
all utterances, not just figurative or loose uses of languaigeapproached with expecta-
tions of relevance. They also reject the idea that figuratiganings can be systematically



derived from their literal counterparts, or that there carcbntextually determined stan-
dards of precision, another deviation from the Gricean g In effect, Relevance The-
orists, and the formalism of Dynamic Syntax, believe thaiodieng alone is not sufficient
for intended meaning, even where literal meanings are aatem a discourse situation.
This, of course, links to the notion that context is crucfaihere context could just refer
to the discourse participants shared world knowledge),t@maevhich Dynamic Syntax

aims to formalise.

2 Auxiliary Verbs

Auxiliary verbs in modern English are an extremely well séadgroup of words, from
the earliest linguistic analyses to the present day. Thsoresfor this are manifold. In En-
glish, auxiliary verbs represent a small number of itemscilaire highly distinctive both
syntactically and semantically. Although certain elersar@use disagreemehtmongst
linguists, there is a basic set of auxiliary elements upoitivmost syntacticians agree.
This is comprised of thenodalauxiliaries (includingcan, may, must will andshall) and
certain forms ofhave do andbe The modal auxiliaries could be described as having
a ‘defective’ verbal paradigm in English, as they have no-fioite forms at all, and no
third person marking (see 4, below).

(4)

QO

. I might pick grapes

He might pick grapes

*He mights pick grapes

*| am mighting pick grapes

® 2 0 T

*| have mighted pick grapes

In addition, although historically the majority of modalachtwo tensed forms, present
and past, (e.gcouldis derived from the past tense form cdn), there is no agreement
in the literature as to whether treating the modals as tepagd remains a legitimate
distinction (Sag et al. (2003) do away with it altogethexating the forms can and could
for example as completely separate, whilst others e.g. &cley (1978) and Lewis (1986)
reformulate the connection between the linked pairs aggbmne of distance, though not
necessarily temporal distance). In contrasf,do andhaveall have inflecting and tensed
forms, and the auxiliary forms dfe andhavecan appear in non-finite forms (see table 1
below). It should also be noted that the non-modal auxdmhave other uses where
the verb contributes semantic information which it doesindts auxiliary uses. This
may be because the auxiliary use does not contribute anynsieniaformation (as in
the case oflo), or it could simply be different semantic information, asthe case of

1A well-documented example being the statuseédanddare, discussed in section 2.2.1, below



havewhich can be possessive in its non-auxiliary use, but reptesthe perfect tense
in its auxiliary use. The fact that the lexical forms of thesgbs sometimes behave
syntactically like auxiliaries (see the discussion of th€€ R properties, in section 2.1
below), but sometimes do not, further muddies the distimctietween the categories.

A basic consensus is possible because auxiliary verbs ifisBrgeem to act as func-
tional elements, meaning that semantically they conteimgtions of time, possibility,
obligation and necessity, though not any concrete or cdnaémeaning, and they have
syntactic peculiarities, not shared by tbgical verbs. In addition, the roots of auxiliaries
can be traced diachronically, to earlier stages in the deweént of English when they
were not distinct from lexical verbs, although there idditigreement as to why or how
such changes took place (see e.g. Denison (1993)). Frontactigrpoint of view, there
are strict restrictions on when and where auxiliary verlmsazzcur in modern English sen-
tences. They are always optional (in declarative sent@m@resprecede a lexical verb
whose form is determined by the preceding auxiliary, butclvhg always a non-finite
form; an infinitive (either dasemfinitive or ato-infinitive), a present participle (cing
form, though there is some confusion in the terminology vgénunds, | shall refer to
them asing forms, following Palmer (1988)) or a past participle fenform, as before).
In addition, whilst auxiliaries can co-occur, there aracstrestrictions on the possible
grammatical orders available (see tables 1 and 2, adamedRalmer (1988)).

finite -en -ing -en
take(s)/took

is/was taking

has/had taken

has/had been taking

is/was taken
is/was being taken
has/had been taken
has/had been being taken

Table 1: Primary paradigms for co-occurrence in auxilgrie

2.1 The NICE properties of English Auxiliaries

The main syntactic features of auxiliary verbs, upon whicis paper will focus, are
those known as the NICE propertlesThese ardNegation,Inversion,Code (otherwise
known as post-verbal or verb phrase ellipsis) Bntphatic affirmation and although some
syntacticians, e.g. Sag et al. (2003) use the acronyiNégation,| nversion,Contraction
(of negative forms by the enclitic n't - to be dealt with in therrent paper alongside

2or another auxiliary, but always with a lexical verb as thalfirerb in the sequence, except in cases of
ellipsis (see section 2.1.3)

3an acronym coined by Huddleston (1976), which renamed fesialready documented by e.g. Palmer
(1965), among others.



modal infinitive -en -ing -en
can take

can be taking

can have taken

can have been taking

can be taken
can be being taken
can have been taken
can have been being taken

Table 2: Primary paradigms for co-occurrence in auxilgriecluding modals

negation) andllipsis (an alternative term fo€ode as above), there is broad agreement

on the syntactic facts.

2.1.1 Negation

In English, negation can be achieved by the placement ofegative particlenot, or its
cliticised formn’t after an auxiliary verb. The same is not the case for lexiedbs, as

can be seen in examples 5to 7.

a. She could eat cheese.
b. She could not eat cheeke.
c. She couldn’t eat cheese.

(5)

(6) a. She has eaten cheese.

b. She has not eaten cheese.
c. She hasn't eaten cheese.

(7) a. She eats cheese.
b. *She eats not cheese.

c. *She eatn't cheese.

4This example is ambiguous between whether it is the auyitathe main verb being negated. It could
be argued that certain lexical verbs can also be negatedsiwtly, however, in this case the negation can
only apply to the following verb (‘eat’) and the whole clausan also be negated. A cliticised version is
also not possible. See Palmer (1988), for detailed disoussi

(i) I prefer notto eat cheese.
(ii) 1don’t prefer not to eat cheese.
(iii) *I prefern’t to eat cheese.



In order to negate a modern English sentence which does ntdinan auxiliary (as in
7a), it is necessary to supply one. This is the functiod@support whereby a form of
do is added to the sentence, to support the negative particle

(8) She doesn'’t eat cheese.

The auxiliarydo differs from the modal auxiliaries, however, in that, lilkexical verbs
and the auxiliary forms dfiaveandbe, it has third person forms, as well as a genuine past
form.

(9) *She don't eat cheese.

In uses of negation (and inversion (section 2.1.2) and eBiplisection 2.1.4)), the aux-
iliary do is usually considered to be semantically empty, and is sames{ therefore,
referred to aslummyeo.

While the above description of negation holds true for mosiliany verbs, there are
idiosyncracies, especially where the clitic form of thebves used, for example, most
commentators agree thatayn'tis unacceptable (however, this is disputable) and it is
certainly the case that there is no negative cliticised fofram not(although in certain
contexts, e.g. tag questioraen'tfills the role, and in certain dialecésn’t is acceptable).

In addition, the cliticised negative @¥ill (won't) bears little phonetic similarity with its
positive counterpart, which is also truegdfall (shan’). Although the usual interpretation
of these negative auxiliaries is as the auxiliargrclitic not these idiosyncracies have
led some commentators to analyse them as separate inflEditoms (e.g. Zwicky &
Pullum (1983); see section 6.3.4 for discussion).

2.1.2 Inversion

A similar pattern in modern English can be seen in cases @frsmn. In various con-
structions, the most common being different types of quastiauxiliary verbs caimvert
with the subject (thus preceding it), whilst lexical verlasnot. Examples of inversion
in different contexts, including with dummge insertion are shown in examples 10 - 14,
below.

(10) a. She will like him.
b. Will she like him?

(11) a. She likes him.

5This is acceptable in certain dialects suggesting thatésettialectslois more aligned with the modal
auxiliaries than in Standard British English of the typecdissed here.

9



b. *Likes she him?
c. Does she like hinf?

(12)  a. IfI had known you were late, | would have waited.
b. Had | known you were late, | would have wait¢@onditional)

(13) You are being facetious, aren’t yo(ifag question)

(14) What have you dongMNon-subject interrogative)

2.1.3 de

Codé€, or ellipsis, refers to sentences where a full verbal phcasebe effectively picked
up, thereby avoiding needless repetition. In English, filmetion is carried by the aux-
iliary verbs, for example in 15, below, the second half of seatence is understood as
meaning “Julia can run very fast, too”, where the auxilieay stands in for the whole of
the complex verbal phrase explicitly stated in the first balhe sentence. In 16 we can
see that again, as with cases of negation and inversion, gtoioroan step in as the code
for lexical verbs which cannot themselves support VP aBipss shown in examples 17
and 19. Itis important to notice, however, that while thigig of all lexical verbs, when
verbs take a verbal complement with a to-infinitive, VPgdisis possible, provided the
to- infinitival marker is included, suggesting that this eletnm some way licenses the
ellipsis (see the example petulant answers in 18). Furibranton examples can be seen
in questions and answers, as in examples 20 and 21.

(15) Alice can run very fast, and Julia can, too.
(16) Jenny wants to go to the zoo but Martin doesn't.
(17) *Lisa wears pretty clothes, and Isabel wears, too.

(18) a. I'msorry, we can'’t go to the zoo.
b. *But | want!
c. But | wantto!

(19) Did you see the race last night? *Yes, | saw.

SProperly, this could be seen as the inversion of “She doedhlik”, but this is usually considered to be
semantically synonymous with 11a.

"The termcodewas coined by Firth (1968), and a neat illustration of himieplogy is quoted in Palmer
(1988) pp.20:

Do you think he will?

| don’t know. He might.

| suppose he ought to, but perhaps he feels he can't

Well, his brothers have. They perhaps think he needn't.

Perhaps eventually he may. | think he should and | very mupke he will.

The ‘key to the code’ ioin the army
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(20) Did you see the race last night? Yes, | did.
(21) Can I stay up and watch the game? No, you can't.

2.1.4 _Emphatic affirmation

The final NICE property is Emphatic affirmation, where the strer accent is on the
auxiliary verb, as shown in examples 22 - 25. As Palmer (1988s, this is a less
clear-cut property, as lexical verbs can also take the ackewever;

What is essential about the use of the auxiliaries is that #neyused for em-
phatic affirmation of a doubtful statement, or the deniahefiiegative. .. (pp.21)

(22) IcANdolit.

(23) HeHASN'T finished his homework.

(24) 1DID do it. (And you are wrong to think | didn't.)
(25) 1cAN’T cook. (Who told you that | can?)

2.1.5 Additional Characteristics

Another important characteristic exhibited by auxiliagrlys, and not shared by full verbs
is contraction, illustrated in examples 26 - 29, below. Aligh it is only forms ofbe
(m,’s, re), have('ve, s, 'd) andwill/would, or occasionallyhall/should(’ll, 'd ) which
contract, in a similar way, all the auxiliary verbs have pblogically weakened forms,
which the cliticised versions illustrated below could bers& be more extreme forms of.

(26) Il doit. (I wiLL do it.)

(27) He’s finished his homeworkHe HAS finished his homework.)
(28) I'd've done it myself(l wouLD HAVE done it myself.)

(29) I'm waiting for him. (I AM waiting for him.)

2.2 Exceptions

Although the picture presented above seems to show thdtaies are a well delimited
and highly grammaticalised type of function word (at le@striodern English), this by
no means indicates that there is any agreement on how theydshe treated in the
literature. Both the existence of exceptions and the diatbevidence that this is a fairly
recent development of English (occurring at some point iaftar the 1600’s), as well as
cross-linguistic evidence (from, for example, Spanisherghauxiliaries share semantic
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features with English auxiliaries, but do not have the ctiaréstic NICE properties and
are thus harder to define) mean that any attempted explanatibe patterns exhibited
by auxiliary verbs in modern English has many exceptionscmuhter-examples to take
into account.

2.2.1 Dare/Need

For a start, the ‘core’ modals and formsdd, haveandbe are not the only lexical items
which exhibit auxiliary-like behaviour. The two oft-quote&xamples oheedanddare
sometimes behave like auxiliaries, and sometimes do redjrig most to conclude that
they represent two completely separate lexical words; @ééxical) verb, and an auxiliary
(e.g. Palmer (1988)). In cases of negation and inversiagy tan behave in exactly
the same way as the modal auxiliaries, with the followingovieeing a bare infinitive.
In declarative contexts, however, if the complement is akrthen it usually takes the
form of a to-infinitive, analogously to lexical verbs suchve@nt. This can be seen in
example 30, taken from Hudson (1997).

(30) a. *She dare/need jump.
b. Dare/need she jump?
c. She daren’t/needn’t jump.
d. She dares/neetisjump.

Evidence in support of the idea that these are two separatalatems includes the
observation that, as in declarative sentences where tsgeage of the full lexical verb
has in some sense replaced or triumphed over its auxiliamptegpart, so the same is
possible in negative and inverted contexts (as in exampléd&dw). As Hudson (1997)
states, “In short, these auxiliaries are severely resttiand becoming more so, and their
eventual replacements are already in use”

(31) a. She doesn’t dare/need to jump.
b. Does she dare/need to jump?

However, even this is a simplification, as there are sentemdgch seem to combine
features of the auxiliary and non-auxiliary forms, espigcia the case of dare. In both
examples 32a and b, the verbal complement is a bare infifidive as with the auxiliary

form of dare, however, do-support is also evident in 32a, apast tense inflection in
32b, which are both associated with the full verb form.

(32) a. She doesn't dare jump.
b. She dared not jump.
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2.2.2 Ought/Used (to)

Another item whose classification divides commentatorsught (to) Denison (1993)
regards it as a ‘marginal modal’ due to morphological andasstic differences between
it and the ‘core’ modals, but acknowledges that semanyidgilies on a continuum with
mustand should Contrarily, Coates (1983) claims that “apart from the toritifre, it
presents no problem: it has all the formal characterisstsd above [the NICE properties
and lack of inflectional forms CH], besides clearly belongioghe same semantic set.”
In contrast, another marginal auxilianysed tois usually considered to fall outside the
class of auxiliaries, and seems to be becoming a full vermtomy speakers, as illustrated
in example 33.

(33) a. ?Used she to go to Brownies?
b. Did she used to go to Brownies?

2.2.3 Possessive Have / Existential Be

The interference between lexical and auxiliary verbs wihiate identical forms (as seen
with darein 2.2.1, above) is also observed in the non-auxiliary foohtaveand be,
which exhibit the NICE properties, even in their lexical fanmlhe main difference be-
tween these uses and the auxiliary uses is in the fact thahtnee a non-verbal comple-
ment. Interestingly, some of the examples in 35 sound archadre normally replaced
by have gotas in 36. According to Hudson:

The alternatives make the future of possessive auxitte&YE uncertain. The
loss of this transitive auxiliary can be seen as the lastdmtthe war against
transitive auxiliaries which has been taking place sineeltfith century ...,
whenWILL stopped allowing an object (e.gwill an apple).

(34) a. It'sadog.
b. Itisn’t a dog.(negation)
Is it a dog?Ainversion)
It's a dog, isn’t it?(code / ellipsis)
It IS a dog.(emphatic affirmation)

® QO

(35)

o

I've a dog.

| haven’t a dog(negation)

Have you a dogf@nversion)

| have a dog, haven't I€ode / ellipsis)
. | HAVE a dog.(emphatic affirmation)

® 20 o
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(36) a. I'vegota dog.
b. I haven'tgota dog.(negation)
c. Have yougota dog?(inversion)
d. I havegota dog, haven't ITcode / ellipsis)
e. | HAVE gota dog.(emphatic affirmation)

2.24 Do

Auxiliary dois almost universally recognised as an exceptional casdods$ not seem
to contribute any semantic information at all, merely beusgd in exactly (and only)
those situations when an auxiliary is required but not dlyearesent - as in cases of
negation(section 2.1.1)inversion(section 2.1.2)¢code(section 2.1.3) andmphasigsec-
tion 2.1.4). This means that strings that already contaiawadiliary cannotcontain aux-
iliary do, and explains why, despite sharing many similarities whtmodal auxiliaries,
auxiliarydocan never co-occur with other auxiliaries as the modals sa@éxample 37d,
below). In addition, although like the modals non-finiterfsrof auxiliarydo are not pos-
sible (as in 37f and g), unlike the modals, tensed forms arapged in section 2.1.1. Just
to further confuse the picture, unlike possess$iggeand existentiabe (discussed above
in section 2.2.3), the lexical form alo does not exhibit the NICE properties of negation
and inversion (see example 38)

(37) a. Icanjump.
b. I do jump.

| can have jumped.
*| do have jumped.
. | have been jumping.
*| have done jumg

*| am doing jump.
. 1 do the dishes.
. *Do | the dishes?
. *I don’t the dishes.

(38)

OCTp@ 0 Qo

2.2.5 Quasi-auxiliaries

Of course, these are not the only exceptions, and whole efsapdve also been devoted to
the quasi-auxiliaries which are a group of complex phrases which exhibit semailhtic
auxiliary-like properties. Examples abe going to have toandbe able to However,
since this paper is focussing on the syntactic properti¢iseohuxiliary system, | will not
be going into detail about them here.

8The superficially similar “I have dorejump” is clearly using the lexical form afo, not the auxiliary.
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3 Existing Accounts of the Auxiliary System

Previous attempts to account for the auxiliary system aredand complex. Some lay
their focus on the semantic characteristics of auxiliandslist others focus exclusively
on syntactic properties, which, as Denison (1993) points can be a moot point for
“those sceptical about the autonomy of syntax” (pp.325Jeéd as Palmer (1988) notes;

It is almost certainly the case that any semantic distinctan be matched
somewhere in the language by a formal one and that any foegalarity can

be assigned some kind of meaning. It is not, then, a matteoraf versus

meaning, but of the weighting to be given to obvious formaitdees and to
fairly obvious semantic ones.

Additionally, some explanations use diachronic or crasgtiistic evidence in their sup-
port, whilst others take a ‘snapshot’ of existing language, wsually acknowledging, but
not exploring, dialectic differences.

3.1 Transformational approaches

The classic transformational approach to auxiliary vediasing back to Chomsky (1957,
1965), posits new categories and rules akin to those sho®&8,ibelow. Although these
are able to handle the linear sequencing of auxiliariesh(wite optional modal, and
perfective forms preceding progressive) it poses no aufditirestrictions on the form
of the verb phrase following the modal, nor does it adequataepture semantic facts
(e.g. of scope, where multiple auxiliaries are presentLsegacker (1978) for an early
discussion)

(39) a. S— NP AUX VP
b. AUX — (M) (have + en (be + ing)
c. M — may, will, can, shall, must, ...,

Although transformational grammars have moved on sincsettearly days, their ex-
planatory power is diminished by the additional machinehjol they posit in order to
account for language universals. Without going into too Imdetail, the basic assump-
tion of a modern movement based account is that, althougérireeforms of English, as
well as, for example, modern Romance languages such as FaadcBpanishall verbs
could be raised to a higher structural position, in modergligh, only auxiliary verbs
are able to undergo the same process. These differencesualywcouched in terms
of head-movement, which, it is alleged “accounts for lotsidify variation among lan-
guages” (Harley (2002)). Although analyses seemed to shomiging results, e.g. in the
postulation of a single parameter of V-to-T movement to aotdor aspects of language
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differentiation, the Principles and Parameters approeatid to what Kim & Sag (2002)
refer to as “the supposition of unwelcome ancillary devieesontrivial complications

in other grammatical components”, meaning that this apgrates not account for the
behaviour of English auxiliary verbs nearly as neatly ataings to. Further problems for
the principles and parameters approach, with referendeetdistorical development of
the English auxiliary system, are discussed in sectiorl 3t&low.

3.2 Lexical Approaches

In contrast to this type of analysis, there are several &isied approaches, which look to
differences in the way in which lexical items are stored arwkased in order to account
for both general patterns (including those relating to Bares as outlined above) and
exceptions (e.g dare/need in section 2.2.1, above). Thamwaliich a few of these have
attempted to account for auxiliary verbs are outlined below

3.2.1 HPSG

Head-driven Phrase Structure Grammar deals with the cfaasxdiary verbs by treating
them as a sub-group of subject raising verbs. Like subpastag verbs (such asndg,
auxiliaries take verbal complements, and ‘share’ theijesttisemantically with their ver-
bal complement (see Sag et al. (2003), Chapter 13 for furttaild). However, although
this account is able to capture the data adequately, it doéy she postulation of nu-
merous additional features, such as [AWY, and [INV =] (for auxliary and inverted,
respectively). Many of their so-called lexical rules, whiare assumed to apply to all
verbs, for example, have each of the auxiliaries (espgdiai modal ones) listed as ex-
ceptions. As well as introducing unnecessary redundartoytiire system, this criticism
is, perhaps, one that is avoided by approaches such as falkised below, 3.2.2) which
does not treat all auxiliaries as a homogenous group. Irtiadddespite HPSG suppos-
edly being a system where semantic and syntactic informatibuilt up in tandem, they
have no way of explaining the ambiguities inherent in the ah@dixiliaries, which, as
noted as early as Ross (1969), means that in some casesrmguslibs behave like sub-
ject control verbs, not subject raising verbs (see examp)dédlow). By restricting the
auxiliary lexeme class to being a subset of subject raisarh lexemes, they do not cap-
ture these semantic facts, and it is not easy to see how theldwlo so without either a
radical reshuffling of the verbal types or duplicating |letientries.

(40) a. I can put the kettle oifThere is the possibility of my putting the kettle on -
subject raising interpretation)

b. I can put the kettle or(l have the ability to put the kettle on - subject control
interpretation)
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It is interesting to note that Meza & Pineda (2002a,b) entmuexactly this problem in
their analysis of auxiliary verbs in Spanish, which theyotes by postulating different
lexical entries for the subject raising and subject conteadings ofpoder (be able to /
can).

3.2.2 LFG

Like Sag et al., Falk (2003), recognises that there are tvgacluhfferent approaches to
auxiliary verbs in the literature. These he describes indabunction Grammar (LFG)
terminology asaux-predicateandaux-featureanalyses. These two approaches represent
different syntactic relations between the auxiliary anddal verb elements of a sentence
as illustrated by 41, below (his example 1) whereby 41b mts theaux-predicate
analysis and 41c thaux-featureanalysis.

(41) a. The children will take syntax.
b. will is the head of the sentence, dtake syntax]is a complement ovill

c. takeis the head of the sentence, aml is a “modifier” or morphological
marker expressing/realising future tense.

In essence, the earlier approaches which consid&ito be a separate category (like
the early transformational approach discussed in sectican be categorised in Falk’s
terms as aaux-featureapproach, whilst HPSG, for example (section 3.2.1, aboviech
considers auxiliaries to be verbs which take verbal comples) is araux-predicateap-
proach.

Falk’s analysis, however, concludes that neither appraashbfficient to account for the
behaviour of all the auxiliary verbs. He states that thesen single analysis that covers
all auxiliaries”. In consequence, he categorises progebe and the modal verbs (with
the notable exception afill andwould) as of theaux-predicatetype, whilst supportive
do and perfectivéhave as well aswill andwould are mere feature carriers (this analysis
treatswill as a carrier of the future tense feature). However, althdtagk offers some
compelling arguments for his categorisation of auxiligrieven if we accept his argu-
ments that not all auxiliaries can be treated alike, histswluis not the only possible
one.

Schitze (2003), for example, proposes a different divisiord also offers persuasive
arguments in support of it. In Satee’s account, all the modal verbs, includwwdl and
would, form one set, of which supportiwo is also a member (which Satze terms M,
for mood, in his movement account), in contrasbandhave which are members of
V (verb). This distinction, based purely on morphosyntafdcts, is illustrated by many
different types of example, of which Mad Magazine sentelfitemn Akmajian (1984)) as
in example 42, below, are just one, relating to the fact thatliary do, like the modals,
has no non-finite forms.
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(42) a. What? Her be out all night? Never!

What? Him be drinking at 9 in the morning? Never!

?What? John not have finished his homework by 9pm? Never!
*What? Him do/does not pick up the kids on time? Never!
*What? Him should/must/could leave the firm? Never!

® 200

In both accounts briefly outlined above, however, there aestijons regarding how to
account for the fact that wherever the division is placedhdfre are two (or more) dis-
tinct groups posited for what have traditionally been tetraexiliary verbs, then the task
becomes one of explaining why these distinct classes shamasy idiosyncratic syntac-
tic features (the NICE properties, discussed in sectionghaye). The question remains
whether to treat auxiliaries as a distinct class of lingaisbjects with some distinct prop-
erties, of which certain elements are exceptional in onearerways, or as more than one
distinct set of objects which are exceptional in (some af)game ways. This type of view
seems to me to add additional, and unnecessary levels ofiepitypLike the HPSG ap-
proach (section 3.2.1), | believe that the apparent diffees between members of the set
of auxiliaries are best explained at the level of the lexjsmthat the similarities between
them becomes the focus.

3.3 Historical Approaches

One of the reasons that auxiliary verbs are such a well stugtigup of words, apart from

the fact that they are a strictly limited class with impottand specific properties, is due
to their historical development. In English, it is well ated that certain linguistic facts,
which are now limited to auxiliary verbs (e.ghegationandinversionas discussed in

sections 2.1.1 and 2.1.2, above) were in fact available [foregbs, even as recently as
Shakespearean times, as shown in the examples taken fragtiad@8), below, although

as can be seen from 43d, this was just one alternative, withhtdern construction

involving periphrastico also available.

(43) a. Butif you know not this. negation(l.1.130)
b. Are they married, think youiversion, intransitive cas@.1.168)
c. How got she outtversion, transitive cas@.1.170)
d. Where didst thou see her? (1.1.164)

Looking back further, (as, for example, in Getty (2000)) #vidence shows that the
words from which the auxiliary verbs evolved had correspogélll forms, including full
semantic meanings and various inflections. With minor degputhese facts are agreed
on (see Denison (1993) for a comprehensive overview). WHasssclear is the question
of why or how such changes took place.
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3.3.1 A Principles and Parameters Explanation

A principles and parameters approach to this question [astuthat a single movement
parameter is responsible. In earlier forms of English (fdygp to the 1600s), movement
from V-to-l (or V-to-T, depending on the specific account)swallowed for all verbs,
allowing them to raise to a structurally higher positioneThodern English setting of the
parameter restricts it so that it is only applicable to theilary verbs.

A major problem of this approach is that is requires us ta feesguages with differently

set parameters as distinct grammatical systems. Althdugimay not be a problem when
we consider the differences between, say, English and Sipaitiis a less satisfactory
conclusion when we are concerned with diachronic changesdimgle language. In

Kroch (1994), for example, he says

Because the variants of the syntactic changes we have staidietwt suscep-
tible of integration into a single grammatical analysis tlariation does not
stabilize and join the ranks of a language’s syntactic afitens. Instead, the
languages always evolve further in such a way that one or tier @ariant
becomes extinct.

Presented with evidence that the rise of do-support in Ehglid not represent the step-
change that such a view predicts, with two statisticallyidcs periods of change apparent,
Han & Kroch (2000) add an additionadloodnode to the already complex tensed node (T).
They can then claim that the rise of do-support correspotal&do separate parameter
changes, one of which was the loss of M-to-T. This increasaaptexity in order to deal
with one small data problem in order to keep the rise of dgeugdully explained by the
Principles and Parameters program appears to be an aylatrar Furthermore, it fails to
explain why, if two grammars (with one parameter set diffidsein each) are conflicting,
certain lexical items are affected (or switch to the ‘newtgraeter setting) at different
times, both within and between speakers. In Dynamic Sym@igax, is a lexicalised gram-
mar, we can predict that certain lexical items might be affiédy any change earlier
than others, and that some might not be affected at all. ledlse of auxiliary verbs it is
hypothesised that the change that occurred was in theériggnditions, or constraints,
for each verb (see section 6.1). This possibility fits in viitigblom’s observation, back
in 1938, that;

It is scarcely true to say that it was unusual for the particieor the subject of
an interrogative sentence to follow any verb but an auxilias such phrases
asl went not or Heard you?were very frequently used for centuries and, in
many cases, are still in use. (pp.31)

In short, the evidence does not seem to support the claimaoigbtt (1972) (which seems
to be a basic assumption for those following the Principled Barameters program)
that “...change is instantaneous. There is nothing graal@alit acquiring a pattern; the
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moment it becomes part of one’s competence, ..., one’s cempe is instantaneously
changed.” (pp.13).

3.3.2 Cognitive Explanations

An alternative approach to the data, exemplified by Warn@®3), is in terms of cogni-
tive classes. The grammaticalisation of the auxiliaries anreadily identifiable distinct
class of words is taken to show the gradual redistributiocharacteristics relating to
full verbs and auxiliaries. Table 3, below (taken from Huulg&997)), shows the dif-
ferent characteristics originally applicable to both s@tsvords, and roughly when the
detailed changes occurred. However, unlike the paramet&ng approach, this change
is assumed to have been a gradual one, with competing pesssuentually resulting in
preferred choices driving out the alternatives. AccordmyVarner, this long-term de-
velopment demonstrates Rosch’s principle of cognitive engn which has “to do with
the function of category systems and asserts that the tasktefjory systems is to pro-
vide maximum information with the least cognitive effort” 8at (1978). To this end, the
cognitive system is presumed to favour distinct categavidishighly correlated features.
In this way, Rosch’s general principle of cognitive effortdaRelevance Theory’s cogni-
tive principle of relevance, as applied to language prangsdespite being unrelated, are
both concerned with the minimisation of cognitive effomdatherefore rely on mutual
assumptions.

Distinctive
characteristic of Exceptions Example Date Changed
auxiliary verb

V allows VP ellipsis

. ...itwould—me— OE —
and pseudo-gapping
V < adverb *ran never 15¢  full
V < subject *ran you? 15¢  full
V < not *ran not 15¢  full
V reducible to clitic OUGHT, USED, 's going 16c  aux

DARE, NEED

V in tag question ...,ishe? 16c  aux
V needs VP complement ANE 055, BE *will coffee 17c¢  aux
V not ~ V-n't isn't 17¢c aux

Table 3: Characteristics of auxiliary verbs in Modern Ergl{§om Hudson (1997),
pp.57)

The dating facts, as shown in Table 3 lead Hudson (1997) toleda that
Full verbs changed before auxiliaries did...Consequerdijier than seeing

the change as the rise of the auxiliary class, it would bebtdtsee it as simply
the separation of two classes, neither of which has anycpdati priority.
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This view contrasts directly with the principles and partareapproach outlined above
in section 3.3.1 and advocated by Kroch (1994), for example.

Most commentators agree, however, that withdaibeing available as a dummy auxil-
iary, the language changes (that all agree occurred) wailtdave taken place. Denison
(1993) outlines several explanations that have been dffesehe reasons for the origins
of periphrasticdo. These include emphatic usage, ambiguity resolution Etw®uns
and verbs (e.gsin) when the English inflectional system was reduced (meahiag in its
role as a generic action verb, substitdtewas added to avoid confusion), and language
contact effects (which explanations range from a Germai2idiké effect to Celtic, to
French). Engblom (1938) (and later Ellag (1953)) argues that, as periphraskiovas
first recorded in verse, not prose, it arose as a metricatdewihose usage spread due to
other, functional, pressures. Although it is not the puepaisthis paper to speculate as to
which, if any, of these theories on the rise of periphradtics correct, the question is an
important and unresolved one. Without the existence of afnmgless and optional aux-
iliary verb” (pp.62), the functional and cognitive changelsich Hudson (1997) claims
led to the delineation of the class of auxiliary verb canretriotivated.

Given this presupposition, Hudson hypothesises on thecpkat functional pressures
which might have occurred, which include a range of consitvtus whose tendency to
include an auxiliary might have influenced those situatiwhere either an auxiliary or
a full verb construction was possible. These include amtyigasolution, as illustrated
in example 44. In the case of transitive verbs, especiathgahwith a potentially inter-
changeable subject and object (because for example, thieydfer to people), an empty
auxiliary could be used to disambiguate between possiliieligocation and inverted
subject question environments (which in speech, but notriimt,pcould be identified
by intonation). Two possible interpretations of 44a arewshin 44b and c. Another
contributing factor could have been the small but staadiiicsignificant preference for
negation to co-occur with an auxiliary verb, related, polysito those contexts in which
negation is likely to occur, for example in conducive quasitig, where a negative yes/no
guestion is considered to be a conducive way of finding thongsand not just a direct
negation of its positive counterpart (see e.g. 45, from ldaogdpp.62).

(44) a. Saw Mary John?
b. Did Mary see Johnihverted subject reading
c. Did John see Maryfft-dislocated topic reading

(45) a. Can'tyou swim?
b. Can you swim?

Hudson identifies three rough stages in the developmenedEtiglish auxiliary system.
they are as shown in 46 - 48, (Hudson’s examples 11 - 13, pped8yv.

(46) Stage A (as in early Middle English)
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a. You may invert any verb, whether auxiliary or full.
b. You may negate any verb, whether auxiliary or full.

(47) Stage B
a. You may invert any verb, whether auxiliary or full; but;

a!/ Do not invert a full verb if it is negated or has an object.
b. You may negate any verb, whether auxiliary or full

(48) Stage C (as in Modern English)

a. You may invert any auxiliary verb.
b. You may negate any auxiliary verb.

In his terminology, the transition from Stage A to Stage Briseh by functional pres-

sures (as in examples 44 and 45, above) whilst that from &ageStage C is driven by

cognitive ones (relating to Rosch’s Principle of Cognitivéof because the grammar in
Stage Bis a“...cognitively [more] complex grammar ..." 9)).

Many commentators, however, doubt that the types of coctsdruin 44 and 45 could be a
locus of change, because such processing preferences sekar sufficient or necessary
to account for such categorical change. A further, fregyexstked question relates to the
fact that there are two concurrent ways of expressing sirppeent or past tense, and
questions why we still have any tensed forms, given the posgiof replacing “I went”
with “I did go”. These questions are orthogonal to the curgiacussion, however the
guestion of whether the two sentences are, in fact, exagtigrs/mous has a bearing on
how we analyse auxiliary do (see section 2.2.4). It is tra the above examples seem
small and insignificant when faced with the task of bringihguat wholesale change to
the verbal system, however, using the principles of Relevdreory, | believe we can
begin to come up with a plausible story of that change.

3.3.2.1 A Relevance Theory Explanation of the Diachronic Data

According to the principles of Relevance Theory (outlinedain section 1.2), in com-
munications, all efforts are made to minimise cognitivetsofn examples like (44), this
desire for a clearly disambiguated question would be nbiyyseeferred, if there were no
other factors (e.g. previous discourse) which led to itamisiguation. With 44b being
possible, this pragmatic consideration would, over timd enaffected circumstances,
lead to the routinisation of the actions required - in thisszdahe inclusion of an auxiliary
verb in inverted situations where an object is present. ,Tihisurn, would lead to the
situation where different strategies were available (astiiated by Shakespeare in 43,
above), which, again, would require additional cognitiffere to process. As auxiliary
usage became the standard in negation and transitive veels,cae should expect that
this strategy, in principle also available for other insts1 should come to be used more
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widely. In other words, it is cognitively more efficient takmathe already encoded (situ-
ation specific) routinisation and apply it more generalliisTorief hypothetical account,
from a Relevance Theory perspective, mirrors Hudson’s csimhs exactly.

Moreover, Relevance Theory can also offer insights into s¢imahange. In grammat-
icalisation studies so-callesemantic bleachings often considered to be a key factor,
whereby a full verb in some sense loses its meaning. Kuted@1(2 however, argues
against such a simplification, as what is sometimes seereastbhg can lead to a word
actually gaining new meanings. In essence, | agree with lggmaents, which assert
that although meanings usually do change as part of the ggarfegrammaticalisation,
this is by no means always in the direction of simplificatiand that to talk okemantic
bleachingis at best misleading and at worst completely mistaken.

That said. in simple cases, suchwl andwould we can see how Relevance Theory can
be invoked to account for the change in meaning from the OgliEmwillan, meaning ‘to
want’ or ‘to desire’, into its current (main) meaning of futy. The inference associated
with wishing for something, or desiring it, is that you witlytto achieve it, or make it
happen. It is a short step from this being merely an impliggtto an intrinsic part of
the word’s meaning, to its main or sole meaning. In Chaucdtraglish, examples using
wil/wol or woldeare often ambiguous between a desire reading and a futueigyimg, as

in e.g. 49a, below, and both usesvafl were still available at least up to Shakespearean
times (as can be seen in 49b). In addition, in certain cafcifges, we can see that even
today, it can have associated meanings, as in 49d and eaBob#ervations are possible
for can and could (see 49c) where the original meaning translates as “know td
(compare this to Scoten).

(49) a.Forsothe, | wol nat kepe me chaastin al
Forsooth, | will not keep me chaste in all

‘Forsooth, | don’t want to/won't be chaste at all’
From Chaucer’s The Wife of Bath, (line 46).

b. Where will you that | goFrom Shakespeare’s Othello, (1.2.85).

c. For half so boldely kan ther no man / Swere and lyen, as a
For half so boldly can there no man / swear and lie as a
woman kan
woman can
‘For no man knows how to/can swear / half as well as a woman’
From Chaucer’s The Wife of Bath, (line 226).

d. What would you have me do?

e. Would that | could.

It is interesting to note thavantwith an infinitival complement, also has the implication
of futurity in its meaning. These and related observatiedHolinger (1980), to conclude
that “the moment a verb is given an infinitive complements tkeab starts down the road
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of auxiliaryness.” For further discussions and evidengarming the explanatory power
of Relevance Theory in cases of auxiliation, see Kuteva (001

4 Dynamic Syntax Framework

In order to give an account of the English auxiliary verb sgstin Dynamic Syntax,
which tries to accommodate the data discussed in sectiond2has as much or more
explanatory power as accounts based in different framesyaskdiscussed in section 3, it
is first necessary to provide an overview of the formal togksclin Dynamic Syntax.

4.1 Formal Tools

In Dynamic Syntax, trees are built up incrementally. Stsio§ words (in a sentence or
utterance) are processed in a strictly left-to-right manimethe order in which they are
encountered. The trees that are thus produced are noidredisyntactic trees, which
preserve the word order of the string in the final tree, budrpretations, analogous to
Montagovian semantic trees. For this reason, despiteréliffevord orderings, different
strings can lead to the same final tree, elghn loves Manand its semantic equivalent
with a left dislocated topiMary, John lovegor evenMary, John loves hgr The steps
used to reach the output tree are therefore of vital impodaas it is through these partial
trees that the notion of growth and the syntactic impact gfanticular word in the parse
can be seen. Any string encountered is grammatical justde tzere is a sequence of
steps which leads to a completed tree when all the words heese fparsed.

The nodes in the output tree and in all partial trees duriregpirse are annotated with
various decorations. These give information about theecuiriree node, telling us, for
example, what type of node it is. In Dynamic Syntax, therellaree basic types; proposi-
tions (full sentences) are of type t, for truth conditioneljch is depicted a$'y(¢). Noun
phrases aré&'y(e), for entity, and common nouns &fg(cn). Complex types are built up
from the basic types, for example, verb phrases (one-plamkgates) are functions from
entities to truth values, i.€'y(e — t). Two-place predicates, such as transitive verbs, are
Ty(e — (e — t)), and so on.

Other decorations include a formula value (analogous td&arterms in Montagovian
grammars) of the fornt'o(John'), which, by the rules of the grammar can be combined
to form complex expressions such @s(Loves'(Mary')(John')). A further, vital, dec-
oration is the tree node address. This is stated in relaived, based on the root node of
the tree under construction beifig:(0), and each daughter node being assigned an addi-
tional one for a functor daughter or zero for an argument beergFor example]'n(010)
would be the argument daughter of the functor daughter afdbenode. Importantly, the
tree node address can also be described, using the logidetfees (LOFT, Blackburn &
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Meyer-Viol (1994)), by its relation to any other tree noddisTuses two modal operators
to signal daughters or mothers of a nodg) ( (1)). Additional subscripts O or 1 indicate
whether this refers to an argument or functor daughter/exath), (11), (To) and(T1)
respectively), and can be underspecified using the Kleameasta subscript.1..)7n(0),
for example, means that the root node is somewhere abové tbeaurrent node.

All these labels can either be complete, stating somethimgitawhat has already been
successfully parsed, or requirements, indicating what Elsequired to complete the
current partial tree. Unlike complete descriptive dedoret, requirements are preceded
by a question markiT'y(¢) is a requirement for a propositiotgx.7'n(x) is a requirement
for a fixed tree node address (s a variable indicating that any tree node address will
fulfil the requirement). Only when all requirements are fldél can the string be said
to be grammatical. In addition, there is a pointer in the,tosgpicted by th&) symbol,
which indicates the node currently under construction.sTisian important feature of
Dynamic Syntax, as it immediately explains the ungramnaéiticof certain strings. This
is because it sets an immediate restriction on what rulesxardl actions can occur at any
given point in the parse. For example, the strilopn hits singvould be ungrammatical
precisely because when the parser attempts to gangethe pointer will be at a node
with a requirement for &y(e), which will not match the information held in the lexical
entry forsing

4.2 Lexical Actions

Like Head-driven Phrase Structure Grammar (HPSG, see Salg @003)) and Com-
binatory Categorial Grammar (CCG, see e.g. Steedman (2009parbic Syntax is a
lexicalised grammar, acknowledging the fact that compyerilanguage relies to a large
extent on information that is stored in the lexicon. Evidefar lexicalised grammars
is extensive and varied. That the lexicon must be rich endagillow for a multitude
of idiosyncrasies is highlighted by the fact that many waddsnot behave in the way
expected by other elements in the same syntactic categoryexample, in English, the
word “beware” only appears in its base form (‘Beware of the stert’ is grammatical,
for example, whilst “*she bewared of the monster’ and “*sk&ewaring of the monster’
are not). Many cross-linguistic differences can also bdaemed by appeals to the lexi-
con, and the way it is organised. In HPSG, for example, tharosgtion of lexical items
which take agreement features in Spanish includes detersjiwhilst in English it does
not (el, la, los, las = the). In the case of Dynamic Syntax,tvidhatored in the lexicon is
a set of procedures, known as lexical actions. This comstraish HPSG and CCG which
store collections of feature structures and category Bpatons respectively.

Some simple Dynamic Syntax lexical items are shown below firkt, shown in 50, will

be accessed when the waddhnis encountered in a string, and can be read as saying
“if there is a requirement for an entity at the current nodeté¢dmined by the position

of the pointer(), then put the decorations for a type entity, and formkitg.John') at
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the current node.” The last decoration in this lexical ey (‘below me, the falsum
holds’), is the bottom restriction, which simply means tthet node cannot be developed
further. Finally, the lexical entry says that if there is agequirement for an entity at the
current node, then abort the parse process, i.e. fail teeghesstring, as in the example
John hits singdiscussed above.

IF ?Ty(e)
(50) John| THEN put(Ty(e), Fo(John'),[l]L1)
ELSE Abort

The lexical entry for the vertlied(51) is similar, but its trigger requirementig'y(e — )
and it uses modal operators to indicate that tense infoomatiould be put at the functors
mother node. It can be read as stating “if there is a requin¢ifioe a7'y(e — t) at the
current node, then go up one functor node, and put the démorBts(PAST) at that
node. Then go back down the functor node (to the originag&ighode) and add the
decorations fofl'y(e — t), F'o(Die') and the bottom restriction.”

IF "Ty(e — t)

THEN go((T1)); put(Tns(PAST));
go((l1));put(Ty(e — t), Fo(Die), [|]1)

ELSE Abort

(51) died

In the third case, (52), the transitive vddved the lexical entry creates new nodes for the
verb and its object, using the operainaike() to create an argument and functor daughter
for theT'y(e — t) node, and leaving the pointer at the argument daughterddbjede
where it has placed a requirement for an entiify(e)).

IF Ty(e — t)
THEN go((T1)); put(Tns(PAST));

(1
((l1>);make(<l1>);gO(<l1>);
(

(
(
(52) loved pui(: Ty(e — (e — t)), Fo(Love'),[|]L);

t

H .

ELSE Abo

4.3 Rules

Basic rules, which can apply at any point in the parse (Dyn&yittax does not give us

a strategy for choosing a rule at any given point, althougtoofse there are restrictions
on when they can apply) include thexPom (the default starting position for any parse),
INTRODUCTION, and RREDICTION, shown below.
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(53) Axiom

(54) INTRODUCTION

[ 2Ty, M) Ty(X), () Ty(X = Y),... 0.}

(55) INTRODUCTION - SUBJECT AND PREDICATE

{...ATn(n),?Ty(t),0}}
{.- ATn(n), ?Ty(t), 7(Lo)Ty(e), ?{l1)Ty(e — ), O} }

(56) PREDICTION

{-. {Tn(n),. .., %(lo)¢, ?(11)¢, O} .. .}
{...ATn(n),...7(Lo)o, ?{L)v}, {({To)Tn(n), 7¢, O}, {{T)Tn(n), 7¢} .. .}

(57) PREDICTION - SUBJECT AND PREDICATE

{' e {Tn(O), ?<l0>Ty(e)> ?<l1>Ty(e - t>> <>}}
{.- - A{Tn(0),7{Lo)Ty(e), ?{11)Ty(e — 1)}, {{10)Tn(0), ?Ty(e), O},
{(10)Tn(0),?Ty(e — £)}}

The Axiom merely states that we begin a parse with a single node cimstdta require-
ment for a proposition, and with the pointer at that noderRoDUCTION (55) states that

if we have a requirement for a propositidiy(¢), then we can break the requirement down
into requirements for a subject and a predicate; equivateatnoun phrasei{y(e)) and
verb phraseXy(e — t)), or, more generally (54), that given a requirement at threeci
node, we can break it down into requirements for a functogtiter and an argument
daughter. REDICTION takes these requirements and builds the nodes specified; dec
rating them with the appropriate requirements, and leathegpointer at the argument
daughter, again, the general rule is shown (56) as well apdsific form for the subject
and predicate case (57). These three stages, using thetsagepredicate forms of the
general rules, effectively create a blank tree waiting feulhject and predicate, as shown
in figures 1 and 2.

"Ty(t), ?(lo)Ty(e), ?{L1)Ty(e — 1)
Figure 1. Single node tree followingiifRODUCTION

Given a simple exampldohn diedusing the lexical entries shown in (50) and (51), the
next step in the parse would be to parse the wottth as per the lexical actions discussed
above, leaving the resulting tree, as in figure 3.
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"Ty(t), ?{lo)Ty(e), ?{l1)Ty(e — 1)

/\

(T0)T'n(0), 7Ty (e), O (11)Tn(0), 7Ty(e — 1)

Figure 2: Tree following REDICTION

2Ty(t), (o) Ty(e), 2 1) Ty(e — 1)

<T0>Tn(0),m\

Ty(e), Fo(John'), fl]j_ (11)Tn(0),7Ty(e — t)

Figure 3: Parsingohn

Further rules allow us to update the tree such that the pag&t the node with a require-
ment for a typel'y(e — t), where we can parse the walted They are HINNING (58),
which allows us to remove a requirement decoration from anidithe completed form is
also present (e.g. in the above tree, the decoratidiée) and7'y(e) are both present on
theJohnnode), ®MPLETION (59), which allows us to move the pointer to a mother node
if no requirements are outstanding at the current node, am@APATION (60), which
allows us to move the pointer to any daughter node with ondiétig requirements.

(58) THINNING

(59) COMPLETION

{.. ATn(n), . } A )Tnn),... . Ty(X),...0}. ..}
{..ATn(n),....(W)Ty(X),....,. 0L {{p"HTn(n),..., Ty(X),...}...}
pt e {T07T1,T*7 e {lo L L}

(60) ANTICIPATION

{..ATnn),.. .}, ,{HTn(n),....7¢,...,0}...}

28



(61) ELIMINATION

{-.ATn(n),..., " Ty(X), (Lo)(Fo(a), Ty(Y)), (11)(Fo(B), Ty(Y — X)),...,0},...}
{...{Tn(n),...,7Ty(X), Fo(B(a)), Ty(X),
<10>(F0(a)7Ty(Y))’ <l1>(F0(5)7Ty(Y - X))a RN <>}’ . }

Condition : (];)?¢,4 € {1,0}, does not hold.

Subsequent to supplying the lexical actions inducedibgl use of the rules of HIINNING
and GMPLETION then allow us to complete the tree. All that remains to be dsriee
collation of the formula values of the daughter nodes to gigemplete, complex formula
at the root node. This formula combination is completedgifie rule of EEIMINATION
(61), leaving no outstanding requirements and therefonstdating a successful parse,
as shown in the completed parse tree in figure 4.

Ty(t), (lo)Ty(e), (11)Ty(e — t), Tns(PAST), Fo(Die'(John')), ¢

/\

(10)Tn(0), Ty(e), Fo(John'),[]]L (11)Tn(0),Ty(e — t), Fo(Die'), [|] L

Figure 4: Parsingohn died

In the transitive verb case, for example in parsing the seetéohn loved Marythe parse
would proceed in an identical fashion up umdVedwas encountered. The application of
the lexical actions in 52 would result in the tree shown inrfegb.

Ty(t), (Lo)Ty(e), (11)?Ty(e — t), Tns(PAST)

<T0>Tn(0{\

o eh (11)Tn(0), Ty(e — 1)

Fo(John'),[|]L
/> (¢ — 1),

yie —
2Ty(e), Fo(Love'), [1] 1

Figure 5: Parsingohn loved . ..

As can be seen, this leaves the pointer at the ‘object’ notieyevthe trigger condition
for Mary (?T'y(e)) would be met, and the tree can then be completed usmgNING,
CoMPLETION and E.IMINATION , as before, resulting in the tree shown in figure 6.

With the addition of a few simple rules (see Kempson et al03@or formal definitions
and justifications), this framework allows us to accountdarvide range of phenomena
that other grammars have to postulate additional machitedgal with. Examples in-
clude, relative clauses (see section 4.6, below), HangomicTLeft Dislocation (e.g. ‘As
for Mary, Bill loves her’) and Wh-questions. In addition, th@nebination of rule applica-
tions, lexical actions and the strict incrementality of ga@se means that certain puzzling
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Ty(t)7 <l0>Ty(€>, <J,1>Ty(€ - t)7
Tns(PAST), Fo((Love (Mary'))John'),

<TO>TR(OK\

) (11)Tn(0), Ty(e — t), Fo(Love' (Mary'))

Fo(John'),[|]L
m(e — 1)),

Ty(e), Fo(Mary'), [|]L Fyo(Lovel), nn

Figure 6: Parsingohn loved Mary

phenomena of language ‘fall-out’ from the syntax naturaiych as the Right Roof Con-
straint, and the asymmetries between effects at the lefright peripheries (important
when we consider verb final language such as Japanese whiethisdorically caused
problems for traditional grammars).

4.4 Unfixed Nodes

Central to a Dynamic Syntax analysis of relative clausestdgic dislocation and Wh-
questions is the notion of unfixed nodes. Unfixed nodes areshadhose position in a
tree is initially underspecified, with a requirement to bedbat a later point in the parse.
What this means in practise is that a parse tree can unfoldositiain elements not yet
in the positions they will occupy in the final semantic treéghaut having to resort to the
notion of movement. A canonical example of this is left togislocation, as irMary,
John loved In this case, although it is the first item encountered irsthieg, Mary is not
the subject, but the object @dved In a transformational account, it is assumed that it is
moved from its usual object position, as a focus effect, butddnic Syntax does not need
to make such assumptions.

If we begin the parse as before, usingrRoDUCTION and FRREDICTION, it is clear that
we will immediately run into problems, because, followihg fparse oMary, the pointer
will only be allowed to move through the tree to thigy(¢) or ?T'y(e — t¢) node, but the
next word in the string isohn which has a&7'y(e) trigger. In fact, what we need is a
weaker relation rule, *AJUNCTION (62).

(62) *ADJUNCTION:

{...{{Tn(a),.. 7Ty(t),0}}...}
{...{{Tn(a),...,?Ty(t), },{{T.)Tn(a), ?3Ix.Tn(x),...,?Ty(e),O}}...}

30



The rule of *ADJUNCTION simply says “if | am at &7T'y(t) (propositional) node then |
can make &7T'y(e) (entity) node somewhere below me - exact location as yetawkh
(as indicated by the Kleene star modal operdfql, which means at this node or any
node above it the following holds). Following YUNCTION, the results of which are
shown in figure 7, we are at’d"y(e) node, from wherdlary can be parsed, as in figure 8.

Ty(t)

(1.)Tn(0), ?Elx.i‘/’n(x), Ty(e), O

Figure 7: Using *ADJUNCTION

Ty(t)

(1:)Tn(0),73x.Tn(x), ?Ty(e), Ty(e), Fo(Mary'), [l] L, ¢

Figure 8: Parsing/ary, ..., after *ADJUNCTION

THINNING and GOMPLETION leave the pointer back at th&'y(¢) node, from where
INTRODUCTION and FREDICTION can be used to proceed as before, parsolyy and
loved The results of this are shown in figure 9.

As can be seen from figure 9, the parse cannot yet be completeduse the pointer is
at a node with a requiremenitZ(y(e)). Additionally, there is a requirement for a fixed
position in the tree on the unfixed node. Both these requir&wam be satisfactorily met
by the merging of the two nodes (formally defined in 63, belalvere DU stands for

a nodes decorations). The result of thiEMEis the exact same tree as that shown in
figure 6, above, with the only difference being in the stesius get there.

Ty(t), (Lo)Ty(e), (11)?Ty(e — t), Tns(PAST)

(1.)Tn(0), <To>Tn(0)’/Ty()\

?3x.Tn(x), Ty(e), Fo(John'), mi’ (11)Tn(0),Ty(e — t)

Fo(Mary'),[]] L /\
Ty(

e — (6 - t))’
?Ty(e), O ]go(Love’), []L

Figure 9: Parsing/ary, John loved ...
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(63) MERGE
{...{...DU,DU’".. .}...}
{...{...DUUDU'"...}...}
O € DU’

45 Metavariables

The location of a node (at a given point in a parse) is not tHg thing that can be
underspecified in Dynamic Syntax. As already mentioned, afnde main points of
divergence between Dynamic Syntax and other grammar fesms)] is in the notion of
context. In effect, the aim of Dynamic Syntax is to provide.‘a formal characterisation
of an expression’s lexical meaning in terms of some spetidicavhich is only the input
to an interpretation process that is sensitive to the contexwhich the expression is
uttered” (Cann et al. (2005), pp.11). Dynamic Syntax doegusittry to explain how
syntactic forms alone relate to the grammaticality or oth&e of a sentence. In this way,
pronouns, anaphora and ellipsis, for example, demonstosieve use context to interpret
strings.

In a Dynamic Syntax framework, a sentence suclkiadoves cakesould be ungram-
matical if there were no contextual indication of who to mpret he as. This under-
specification is important in that it assumes that, as psmeswe constantly update our
interpretations of utterances based on what we know abewtéhld, previous discourse,
or other perceptual indicators (e.g. pointing). Parsingriagswith a pronoun in it in-
volves a pragmatic process oUBSTITUTION; for example, if the stringde loves cakes
follows John ate all the meringuesve would be able to substitute the formula value
Fo(John') for hein the second string, resulting in the parse leading to thraptete
formula Fo( Love' (Cake’)(John')).

This idea is formalised in the lexical entry for the pronotihe lexical entry fothe (see
64) contains a formula value that is underspecified; thisiithe form of ametavari-
able Fo(U 4. ) Whose identity can be assigned by the pragmatic process B 8-
TUTION. There is also a requirement for a fixed formula valtix( F'o(x)), which must
be filled for the parse to be complete. This is why strings \itbnouns in a null con-
text are viewed by Dynamic Syntax as incomplete and thezefiogrammatical, as, as
already discussed, no requirements must be outstandirgpfarse to be successful. The
metavariable Fo(U 4.)) in the lexical entry imposes additional constraints on twha
the substituted formula can be, and in this case, furthestcaints are imposed by the
case conditior? (To)(T'y(t) A 3x.Tns(x)), preventing strings such dean likes hebe-
cause when ‘he’ is encountered in the string, the mother maltlbe of 7'y(e — t), thus
conflicting with the stated requirement.
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IF ?Ty(e)

THEN put(Ty(e), Fo(Unrae)),
(64) he ?(To)(Ty(t) A 3x.Tns(x))
?73x.Fo(x),[l]1)

ELSE Abort

With this underspecification and use of metavariables,quoa can thus be seen as place-
holders for some other information to be assigned from canges interpretations in con-
text are a key feature of Dynamic Syntax, it can be seen agemjitto formalise some
of the ideas which have traditionally been left to pragngtstich as those articulated by
adherents of Relevance Theory, that all utterances arextatgpendence.

4.5.1 Subject Pro-drop Languages

In Spanish, as with other languages which are subject p;dhe subject need not be
explicitly stated. Dynamic Syntax handles this in the lakientry for verbs, which also
puts a metavariable in the tree at the subject node, whicheaetermined pragmatically
from context (which in this case includes the verb form), aiimed above. The example
in 65 is legitimate if the lexical actions farrecesare triggered by a requirement for a
?Ty(t), and a subject metavariable (dependent on the form of tH® i®placed at the
subject node (as would be actioned by the lexical entry shnvgg).

(65) Creces
Grow,,asc
‘You grow.’

IF Ty(t)

THEN put(Tns(PRES));
make((]1)); go({l1));

(66) creces put(Ty(e — t), Fo(Cred), [l]L);
go((11));make({lo)); go((l0));
put(?Ty(e), Fo(U gearer ), 73x.Fo(X))

ELSE Abort

Notice that the trigger for the lexical action, unlike in Hsb, is ?Ty(t). This means
that INTRODUCTION and RREDICTION do not have to have been used before the verb is
processed, in keeping with the fact that due to the pro-dedpra of Spanish, the verb
may very well be the first word in the string to be processede [Eiical entry for the
verb itself contains actions for creating a subject node.c@irse, it could be the case
that the subject is specifically stated, aguan crecein which case NTRODUCTIONand
PREDICTION could have been used with the lexical action in effect hassije'creating’

a node that already exists (and thus collapsing togethdtgrrfatively, an unfixed node
could be created when the explicit subject is processed AIyJtyNCTION, as in the left
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topic dislocation example, in section 4.4, above) which Mdater be merged with the
subject node. Evidence that this is in fact what happens aniSh comes from Belletti
(1999), who argues that a lexically specified subject isustaexternal’.

4.5.2 Expletiveit

We have already seen how, in English, because it is not dytjealrop, there needs to
be a syntactic subject. This is the case even in exampleswhersemantic subject of

a sentence has beertraposedo the end of the sentence, as for example in 67a, below,
which can be paraphrased by 67b. Because of this, we can deé ithdhis example

is not referential in the same way that the prontwrnis, taking its value from context
(as seen above in section 4.5), rather it takes its value bat follows the verb. This

is known asexpletive if and leads some theories to accept that there is an unai®idab
disjunct between syntax and semantics (as in HPSG, see @hg2003)). In Dynamic
Syntax, the problem is tackled in a different way.

(67) a. It bothers Louise that John loves Mary.
b. That John loves Mary bothers Louise.

Basically,it, in its expletive use, is a pronoun which has lost its bottestriction, and
its function is to move the pointer from the subject node, ideo to allow the parse
to continue. The important point to note about the fact thabes not have a bottom
restriction is that, unlike pronouns, for example, thereinsprinciple, no limit to the
complexity of the structure with which it can be updated. Thacal entry for expletive
it (taken from Cann et al. (2005), pp.195) is shown in 68, below.

IF ?Ty(t)
THEN |IF [1]L
(68) it THEN Abort
expl ELSE put(Ty(t), Fo(U), ?3x.Fo(x));
go((To)(11))
ELSE Abort

There is an assumption here, that a subject node canbg(of (as in 67b, above), and
that INTRODUCTION and RREDICTION can apply to create a blank tree witif'g(¢) and
aTy(t — t) node. Once these rules have been applied, the lexical adgtid8, can be
processed (with the added restrictidhlL preventing the parse from continuing if we are
at the top node).

Oncebothers Louiséas been parsed, the tree is in the state shown in figdreAltbough
all type requirements have been fulfilled, there is still guisement for a formula value

9From now on, where decorations do not add explanatory pdvegrwill be omitted.

34



Ty(t)

AM_) X

Y
Ty(t), Fo(U), 73x.Fo(x) Fo(Bother'(Louise'))

AW@ 1),

Ty(e), Fo(Louise'),[]]L F(Z)J(BotheT’), [1]L

Figure 10: Parsindt bothers Louise ...

at the subject node, so we cannot yet evaluate the overaiularvalue and complete the
parse. Instead, we can move the pointer through the tree toditte with the outstanding
requirement. Once at thiBy(¢) node, because there is a metavariable at the node, we
can either complete the parse from context (as would be $eitthere were a dialogue
along the lines of that shown in 69), or from following leXicaaterial. To do this, we
need to introduce a rule ofATE *A DJUNCTION. Like *A DJUNCTION, discussed earlier,
this introduces an unfixed node. Unlike BAUNCTION, however, the unfixed node is of
the same type as the one from which it is projected.

(69) a. Did you know that John loves Mary?
b. Yes. It bothers Louise.

(70) LATE *ADJUNCTION.

{Tn(n),...{T« Tn(n), Tn(a),..., Ty(X),0},...}
Tat), T Tolm), Ta(@) . Ty(XT), (1)) 7Ty (), ST, 0T,

Following the application of hTE *A DJUNCTION, then, we can parse the proposition
that John loves Mary Subsequently, we can BRGE the two completed’y(¢) nodes,
as shown in figure 11, after which the usual processesHofiNING, COMPLETION and
ELIMINATION will allow us to complete the parse.

The resulting formula value will b&'o((Bother'(Louise’))((Love (Mary'))John')),
which will be the same for both 67a and b, as it should be.

4.6 Relative Clauses

An inevitable consequence of the fact that a formula valoenfone tree can be prag-
matically substituted into another, is that trees are nastacted in isolation. This has
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Ty(t)

/\T(t—nt),

..,,Ty(t), Fo(U), 73x. Fo(x) Fo(BotZ;Ler’(Louise'))
’ \

\
(1.)Tn(00), Ty(t) Ty@/\

Fo((Love'(Mary'))John') FolLouise'), Ty(e — (t — t)),

Fo(Bother'), []]L
/}( [1]L

e — 1),
Ty(e), Fo(John') Fo(Lgvel(M czry’))

Ty(e)7 T t
Fo(Mary'), yle — (?_) ),
L Fo(Love'),[|]L

Figure 11: Parsingt bothers Louise that John loves Mary

implications for many different types of construction,luding coordination and relative
clauses. The way these are dealt with in the Dynamic Syngamdwork is in the building

of separate, but linked informational trees, in tandem. fite of LINK ADJUNCTION
(71) allows us to construct a new tree, in some sense linkdidetdree currently under
construction. The rule forces us to carry a copy of the foemualue from the node at
which LINK ADJUNCTION is applied, and we can see how this works with a relative
clause example.

(71) LINK ADJUNCTION:

{.. . {{Tn(a), Fo(a), Ty(e),0}} ...}
{..{H{Tn(a), Fo(a), Ty(e)}, {(L™)Tn(a), "Ty(t), (L) Fo(a), O}} ...}

In combination, the rules of LINK AJuNcTIONand *ADJUNCTION allow us to project

a linked tree which must contain a copy of the node it is lintedso that sentences such
asJohn, who Mary said smoked, diedn be parsed as shown in figure 12. Later in the
parse, shown in figure 13, the unfixed node is merged to a fixdd position, carrying
the copy of the node the linked tree is from. This can then lauated using LINK
EVALUATION (72), and gives the correct interpretation that it is Johw Wwhth smoked
and died.
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Tn(0), ?Ty(t) — T'n(0), ?Ty(1)

Ty(e) Ty(e)
FO(Jogn’),[l]L "Tyle=1) Fo(JonL/n’),[HJ_ Tyle —1)

(L7 (10)Tn(0), ?Ty(t) \\

(L.)Fo(John'), ¢ (L") {(10)Tn(0), 7Ty(t), (L) Fo(John')

(1 {(L=1Tn(0), ?‘Hx.Tn(x), Ty(e)o

Figure 12: Parsingohn, who .., using LINK ADJUNCTIONand *ADJUNCTION

Tn(0), Ty(t)

T

{10)Tn(0), Ty(e) (11)Tn(0)
Fo(John'),[l]L Ty(e — t)

%

(L= (10)Tn(0), ?Ty(t), {|+)Fo(John'), Tns(PAST)

(1.} 1) T(0) Ty/\

Ty(e), 73x.Tn(x) Fo(Marye), L Ty(e —t)

Fo(John'),[]] L /\
2Ty(t = (¢ — 1))

!Ty(t —
Ty(t) Fo(Say'),[l]L

Ty, 0 Tyle— )

Figure 13: Parsingohn, who Mary said .. Merging the unfixed node
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(72) LINK EVALUATION (Non-restrictive constru#l):

[ ATn(a), ..., Fo(), Ty(t), O}, {{L~YMOD(Tn(a)), ..., Fo(), Ty(t)}
{.. {Tn(a),...,Fo(¢ ANY), Ty(t),0}}, {{L-YYMOD(Tn(a)), ..., Fo(y), Ty(t)}
MOD € {(To), (T1)}"

5 Potential Dynamic Syntax Approaches to the Problem
of Auxiliary Verbs

Due to the flexibility inherent in the Dynamic Syntax systehere are several potential
ways in which to analyse the English auxiliary system. | wikbmine some of these in
turn, and try to identify which method most adequately cegihe known syntactic facts
without neglecting the semantic contribution of the aaxigs.

As a first assumption, | will take it as self-evident that, jsgbto a few item-specific
exceptions (to be investigated more fully later), auxyli@erbs do contribute semantic
information to a sentence or utterance. The semantics ahtidal auxiliaries are much
discussed in the literature (e.g. Coates (1983); Leech (1983, in the below first ap-
proximations of a Dynamic Syntax analysis of auxiliari¢ss twill be assumed, on the
basic premise that it is better to have a more inclusive gdisation, including a majority
of the items under consideration, than the other way rounsl.sé&mantic contributions
in Dynamic Syntax are represented by decorations (e.g. Harmalues) at the level of
the node, one way in which this assumption can be implemeasteylensuring that each
auxiliary verb should occupy its own node in a parse trees ©not, however, the only
possibility, as certain words in Dynamic Syntax do not ogctheir own node, rather,
they annotate existing nodes (possibly with a metavarjabtexample, which is later re-
placed with other, fixed information), trigger specific it merely contribute to pointer
movement. However, while it may require revision, for thkeesaf clarity | will start from
this assumption that, like lexical verbs, auxiliaries qoectheir own node.

5.1 Auxiliaries as Verbs which take Verbal Complements

Taking an approach similar to that of HPSG (see section B.@nk possibility is that aux-
iliary verbs are simply verbs which require verbal complatseThis would be analogous
to other, non-auxiliary verbs, which can also take verbahgle@ments, e.gwant(ignor-
ing the contribution of the infinitival markeo, for now, but see section 6.6). Equivalent
lexical entries might look like those shown in 73 and 74 below

10See Cann et al. (2005), Chapter 3, for explanation and dethikstrictive relative clauses.
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IF "Ty(e — t)
THEN put(Ty(e — t))

t
(
(73) wanted goi
(

H .

ELSE Abort

IF "Ty(e — t)
THEN put(Ty(e — t))
go((T1)); put(Tns(PAST));

go((11)); make((11)); go({11));
(74) could put(va((th) (e — 1)), Fo(Could'), [|] L);
?

go((T1)); make((lo)); go((lo));
put( Ty(e — 1))
ELSE Abort

However, whilst at first glance this might appear to adeduatapture the basic facts
of auxiliary verbs, it instantly runs into difficulties, thuhighlighting certain problems.
To see why this is so, consider the tree produced when maikigdbs which take verbal
complements are chained, as in figure 14. An equivalent trea imilar length chain
of auxiliaries is shown in figure 15. Quite apart from the cimition of the infinitival
to, in figure 14, the only verb which contributes any tense imi@tion is the first one, in
this casevanted This is not the case in figure 15, although, of course, therataict co-
restrictions on exactly which form (and therefore what éemgormation) each element
can contribute.

Ty(t)
Ty(e), Fo(John') (e —1t)
m (e = t)),
(e Fo(Want')

/\ e_>t
/e\ FO DeC’Lde

Ty(e), Ty(e — (e = 1)),
Fo(to-the_zoo") Fo(Go')

Figure 14: Parsingohn wanted to decide to go to the zoo
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Ty(t)

A

Ty(e), Fo(John') Ty(e — t)
/Ty(ek Ty((eF_’;(%;lE;)_) g
Ty(e — t) Tylle ;O&ZUS)_’ 2
Ty(e), Ty(e — (e — t)),
Fo(to-the_zoo') Fo(Be')

Figure 15: Parsingohn could have been to the zficeating auxiliaries as verbs which
take verbal complements)

(75) a. Johnwent to the zoo.

John is going to the zoo.

John has been to the zoo.

John has been going to the zoo.

. John could go to the zoo

John could be going to the zoo.

John could have been to the zoo.

John could have been going to the zoo.

e ~o200C

In each of the examples in 75, each of the consecutive auggiaontributes some tense
information, and it is not clear, in the existing Dynamic &pnframework, how this
would occur in a principled fashion. One possible solutimould be for the lexical
entries of each item, depending on the ending, to contriddtitional tense information
to the top node (the only place in Dynamic Syntax where temf®@mation is collected),
however, not only is there no way of knowing how far back up tilee the root node
would be when a particular item were encountered (e.g. thgrpssive forngoingwould
occur further down the tree in 75h than in 75b), but the infation contributed would
lead, in the more complex cases to a proliferation of detmoratat the root node (e.g.
using mnemonic terms for progressive, perfective, etcriwkould offer no clues as to
how these were to be interpreted. The complex issue of hosetento be dealt with in
Dynamic Syntax is beyond the scope of this paper, but noteniittaout one, a completely
inclusive analysis of the auxiliary verb system in Englistimipossible.
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Although this itself highlights an existing area of Dynarigntax which is underdevel-
oped, there are additional issues with this type of apprdeased purely on syntactic
properties. The main reason that this approach does notatiy capture the facts of
auxiliary use is in the very point that it is exactly analogda all verbs which take ver-
bal complements. If this were taken to its logical conclasithen additional, ad hoc
constraints would have to be proposed to account for theastiotNICE properties (see
section 2.1) and why they are, in modern English, restritbeduxiliaries, and do not
occur with all verbs which take verbal complements. Althoutgmight be thought that
this explanation can exploit the fact that most non-aué@mtaketo-infinitives, not bare
infinitives, the existence of both auxiliaries which exhibie nice properties despite tak-
ing a complement with #o-infinitive (e.g. ough) and non-auxiliaries which take a bare
infinitive complement (e.ghelp) mean that this is insufficient to account for the data.

5.2 Auxiliaries as an Independent Category

An alternative approach, in line with early transforma#ibaccounts as discussed in sec-
tion 3.1 is to treat auxiliary verbs as an independent cayegsithough there are many
ways in which this could be realised, the simplest, illusitan figure 16, is to assume that
the auxiliary category creates and annotates its own naden@y(aux) here). Problems
associated with this type of analysis are immediately aggawhen we consider the type
decorations in the tree in figure 16. Although the problemihefproduction of arbitrary
seeming types such 83y(e — (aux — (auz — (e — t)))) are not insurmountable,
and, in fact, might even be necessary in considerationsjohet$ and verbs which take
optional arguments, as argued in Marten (2682his approach introduces additional
complexity into the system, and does not resolve the isaissd in 5.1, above.

5.3 Multiple Update of a Single Node Using IATE *-A DJUNCTION

An earlier account of the English auxiliary system in Dynariyntax is outlined in
Garcia-Miller (2005). This account treats all auxiliaryrbe as placeholding metavari-
ables which, in a similar way to expletive (as discussed in section 4.5.2) are updated
using the rule of IATE *A DJUNCTION. This essentially means treating auxiliaries as
elements which do not decorate their own node. As discusséd this, to my mind,
means that semantic information carried by the auxiliamey be lost. Indeed, Garcia-
Miller acknowledges this in the case of the modal verbs amtbeates the metavariable
with an arbitrary subscript, e.gf'o(Vi,r)amay. Another complication of this approach
is reflected in the apparatus required for cases where reudtipxiliaries are presentin a
string. In order to accommodate multiple verbal entriehastmenode, Garcia-Miller

1This example of type&'y(auz* — (e — t)) mirrors hisTy(e* — t) notation, which might even be
desirable if we accept his arguments for type underspetiditaf nodes, however, Marten has nothing to
say about how his analysis could be extended to verbs whiehvierbal complements.
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Ty(t)
Ty(e), Fo(John')  Ty(e —t)

Ty(aux), Fo(Could) Ty(aux — (e —t))

T T

Ty(auzx), Fo(Have') Ty(aur — (aur — (e — t)))
Ty(e), Fo(to_the_zoo') Ty(e — (auz ;Ogg?)ﬂ (e —1)))),

Figure 16: Parsindohn could have been to the z(ieeating auxiliaries as a separate type
category)

introduces the notion of @erbal clausewhich she defines as in (76), below. This allows
verbs to annotate the same node, without altering the rempeint value, which is only
‘closed off’ to additional update when a lexical verb is emctered.

(76) VERBAL CLAUSE

{-. {{11)Tn(0), ?Ty(e — 1), O} v {{11)Tn(0), ?Ty(e — t)71..n1, O} ...}
{- .. {<T1>T?’l(0), 7Ty(€ - t)?l...nLa (FO(Vauw)h e FO(V(LU.'IJ)’VH CIE FO(V’ma’in)J—)na O} .. }

Although in theory this means that she can introduce adtitioy(e — t) elements (at
different values of), in practise, it means that she is forced to adopt hugelymls
tive lexical entries for words, depending on where in thebakclause they can appear.
Additionally, the application of this apparatus leads tinvei a proliferation of arbitrary
decorations (either at the node under development or atoibtenode) to indicate the
contribution of each successive auxiliary (e.g. in her ggdandohn had been reading
the decorations includeerf., Part., andProg.) or the loss of information as to how the
structure was built up. Both of these possibilities are uaitésr In the former, the intu-
itively semantically different sentencdshn had been readingnd John readgesult in
the same formula value (with the only difference being in idrditrary decorations are
present and raising questions as to whether tense infamsttiould be bound up with the
formula value), and, more problematically, in the latteuation it would be impossible
to unpick the sentence into its constituent parts. To seethisymatters, we only have
to consider the ellipsis possibilities sentences with ipldtauxiliaries present, as shown
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in example 77, below. Without a structural cue as to how thmeptement of each of the
respective ellipses is possible, we have no way of accogifinthem.

(77) John might have been being kissed, and . ..

a. ...Julia might, too.

b. ...Julia might have, too.

C. ...Julia might have been, too.

d. ...Julia might have been being, too.

Ultimately, | believe the major failing of this approach rsits inability to account ade-
quately for the strict co-occurrence restrictions of aaxiks, and in its treatment of their
semantic contribution (although, as discussed abovehiidights a failure of Dynamic
Syntax as it stands to explain or account for features okteaspect and mood in a prin-
cipled way). In choosing what Falk (section 3.2.2) referad@naux-featureaccount, the
treatment misses important factors, and, to my mind, angjuate account must, like the
auxiliary verbs themselves, be in some sense interpregahie theaux-featureanalysis,
and in some sense, at the same time, be interpretableanxapredicatavay.

| also think that Garcia-Miller is incorrect in her highlityhg of what she considers to be

a problem - namely that auxiliatye can have either a present or a past participle as its
complement, which she specifies in the lexical entry. In neywieither both possibilities
would be explored in tandem, or the onus would be in the Iéx@o&y for the comple-
ment itself, which would be constrained for what it coulddel. This would enable the
constraint for-ing forms to specify that before it must be an event verb (of whiels

one possibility, with others being, for exampgtart, keep etc), whilst the constraint for
-enforms would restrict what they could follow to forms le&veor be

6 Analysing Auxiliaries with LINKed Structures and Type
Underspecification

If my criticisms of the above potential methodologies foc@anting for the syntactic
properties of auxiliary verbs in Dynamic Syntax are souhéntwhere does that leave
us?

The methodology | propose makes use of the Dynamic Syntagnsbf underspecifica-
tion and LINKed structures to explain the NICE syntactic mies of auxiliary verbs.

The analysis is also applied to the exceptional items dssdisn 2.2, as well as there
being a brief discussion of the implications of such an asialgn the interpretation of all
verbs which take verbal complements and the contributianfofitival-to.
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6.1 A Dynamic Syntax Account of Inversion

Firstly, | will outline the way in which | propose to deal withversion in Dynamic Syntax,
which, due to the flexibility inherent in the system, there several potential candidates
for. One option would be to have a rule of inversion (as pestd by Garcia-Miller
(2005)). However, due to the nature of rules in Dynamic Syntdnich can occur at any
point when the criteria for their application is met (thetgdithe rule above the line which
describes the existing tree formation required for the tol@pply), this would mean that
lexical entries for non-auxiliary verbs would require dduial constraints in order to
prevent the rule of inversion occurring with full verbs. Td¢ame is true if we assume that
auxiliaries can create and decorate unfixed nodes immédiatéhe parse. Of course,
such additional constraints may prove to be desirable, a@d Becessary, however, as a
first approximation, it seems to me that the most appropwaitg of accounting for the
facts of inversion which can only occur with auxiliary verdnsd their subjects, notably
leading to cases where auxiliary verbs are the first word @meoed in a string is at the
level of lexical actions.

The proposal adopted here is that auxiliary verbs have gerigequirement of7'y(t).
This is in contrast to full, lexical verbs in Modern Englisthich are depicted in Dynamic
Syntax as being triggered B'y(e — t) (see e.g. 51 and 52 in section 4.2, above). A
working hypothesis regarding the diachronic data woulahthe that part of the recat-
egorisation of full verbs (as discussed in section 3.3.2)ld/thave been the change in
trigger requirement for full verbs fromI'y(¢), a change which did not affect auxiliary
verbs. Further motivations for this come from cross-lisgjaidata, e.g. Spanish, where,
due to the subject pro-drop nature of the language, all vealas a?7'y(t) trigger. What
this suggests is that verbs in Early Modern English were rawndar to those in Modern
Spanish than they are today.

A first approximation for the lexical entry of the modal vexdnis shown in 78, below.

(78) Lexical entry forcan(first approximation).

IF 2Ty(t)
THEN IF (1) Ty(e — t)
THEN Abort
ELSE put(Tns(PRES));
can make((l1)); go({l1));
put(Ty(e — t), Fo(Can'));
go((1:));make((Lo)); go((Lo)):
put(?Ty(e))
ELSE Abort

A couple of points should be noted about the lexical entrywshim 78. Firstly, like the
intransitive verb lexical entry fodied in 51, and unlike the example in 74, it does not
project any additional structure. The reasons for this,imimnplications will be exam-
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ined in more detail, later. Secondly, as well as havin@'a(t), trigger, there is a second
constraint present, on the second line of the lexical efitry.I'y(e — t). This ensures
that if there is already a fulfille@y(e — ¢) node then the auxiliary cannot be parsed, thus
preventing the licensing of ungrammatical strings suchlabn died can It is important

to note, however, that this restriction is not againstquiremenfor a?7'y(e — t¢) node.
This is because the existence of such a node would not infesctere with the lexical ac-
tions in 78. This is exactly what is required in a situatiorandinversion has not occurred
and the sentence initial subject has occupied the subjeiet after NTRODUCTION and
PREDICTION, for example in the sentend®hn can jump In essence, what would then
occur (after @ MPLETION had moved the pointer back to the root node) is that the lexica
actions would force the creation of a node which alreadytediswhile this would cause
the parse to abort if there were any conflicting decorationthis example there would
not be, and the node created brE®dICTION and that created by the lexical actions of
canwould be indistinguishable. In these circumstances, tfggd of Finite Trees (LOFT,
Blackburn & Meyer-Viol (1994)) tells us that they are not sepp@ nodes at all. Notice
that this means, in a similar fashion, that in both the iragt@nd non-inverted case, the
pointer would end up at the subject node, either awaitingrtpet of a lexical subject (in
the inverted case), or on the already completed node in #imelatd case.

One consequence of this is that the final parse tree for thegtew or non-inverted case
would be identical. It is clear, though, that “Can 1?” and “Intehave very different
semantic meanings and this needs to be reflected in the trpeaVious treatments, it has
been assumed that the inversion operation invokes theectgpmg of the sentence being
processed as a question (represented on the root nodé€'las(@) decoration. However,
it is not by any means clear to me that this is a satisfactquyesentation of the data, as
it is, of course, possible to ask questions without any changvord order, merely by
intonation (which is not yet well accounted for in Dynamicn&x), as in example 79,
below. In addition, questions are not the only contexts iictvinversion occurs, as seen
in 12, repeated here as 80.

(79) a. Didyou see her?
b. You saw her?

(80) Had I known you were late, | would have waité@onditional)

It seems to me, therefore, that inversion, like intonatiolanguages where scrambling is
possible (e.g. Korean; Kiaer (2005)) would be better regoreesd as a pragmatic marker
to the hearer that something non-canonical is going on (whight be usually inter-
preted as a question, but importantly not always). For thenerd | will leave these
considerations to one side, but assume that the inverteddoees leave some trace on the
parse tree; a decoration which must be pragmatically coedabimith the other informa-
tion available. For the purposes of clarity, and subjecutthier investigation regarding
the implications of adding extra decorations which are neli-defined, | shall simply
call thisCat(INV') for inverted, the possibility that such a decoration hasetmalmost
exclusively represent a question in English (and therepemaps does have a clause-
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typing effect) notwithstanding. This means that the leicdry for the modal verb needs
amending, as shown in 81, below. The additional actions srene in an embedded IF
clause, and it is important to note that although the actimisre this embedded clause
will always occur whercanis encountered in a string (provided the initial trigger dien
tions are met), the inclusion of the embedded clause meah#heffects of parsingan
are slightly different depending on the state of the exgsparse tree when it is encoun-
tered. Details of all lexical transitions are in Kempsonle{2001), section 3.2.2, where
they note that “...item internal disjunctions are for casesvhich an individual word
projects a number of discrete actions, which share a corgesub properties.” Essen-
tially the only difference in what occurs in this lexical gntcompared to 78, is that, after
making the argument daughter (subject node)plefiliremoving the pointer to this newly
created node, it checks to see whether there is alredt)(@ node in place. If there is,
this means that this isot an inverted case, and therefore we can move the pointer down
the argument daughter node, as before. In the contrary easactioned by the ELSE
statement), there is no existifigy(e) node in the subject position, so we are dealing with
an inverted case. Consequently, the decorafiet{/ NV) is placed at the current{y(¢))
node before moving down to the subject node, and putting @gairement fof?Ty(e).

(81) Lexical entry forcan(second approximation).

IF Ty(t)
THEN IF (11)Ty(e —t)
THEN Abort

ELSE put(Tns(PRES));
make((]1)); go({l1));
put(Ty(e — t), Fo(Can'));
go((T1)); make({lo));

IF (Lo)Ty(e)
THEN  go({lo))
ELSE put(Cat(INV));

go((lo)), put(?Ty(e))

can

ELSE Abort

The results of using this lexical entry to parse batihn can ...andCan John ...are
shown in figure 17.

?Ty(t), Tns(PRES) Ty(t), Cat(INV), Tns(PRES)
Ty(e), O Ty(e — 1), Ty(e), © Ty(e — 1),
Fo(John'),[]]L Fo(Can') Fo(John'),[]]L Fo(Can')

Figure 17: Parsindohn can ...andCan John ...
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6.2 A Dynamic Syntax Account of Code (Ellipsis)

It seems apparent, however, that this is insufficient. Thisecause, as it stands in fig-
ure 17, the rule of EIMINATION could be applied, because there are no outstanding
requirements, meaning that “John can” or “Can John?” wouldahd sentences in their
own right. Although in some sense these utterances can alane (as in cases of ellipsis
as discussed in section 2.1.3), they beg the question “CatPivh&s | have already re-
jected the possibility that auxiliary verbs are merely eadking verbal complements, itis
clear that any extension to the lexical entry shown in 81 moli merely be an instruction

to create new nodes. Then what?

It is here that the intuition that “John can” can stand alonly @ uttered in context, and
the Dynamic Syntax notion of underspecification needs tanbeked. Just as personal
pronouns were underspecified for their referent (as digclisssection 4.5), and ungram-
matical if none could be specified, so it is with the auxiliagrbs. Essentially, what the
formula value of the auxiliary needs to project is a requigatfor exactly the information
asked for by the earlier intuitive question “Can what?”. Ashapronouns, this is done
by the introduction of a metavariable. However, unlike ie ffronoun case, we do not
want to completely lose the semantic contribution of theilaary (as discussed above)
and | therefore propose that the formula value introducethbyexical entry will be of
the form Fo(Can’(AUX)) (see 82, below). Just as with the pronoun case, however, this
metavariable (mnemonically calleflUX here, which represents whatever follows)it
can be updated from context, previous discourse, or leriedérial still to be processed.

(82) Lexical entry forcan (third approximation).

IF Ty(t)
THEN IF (11)Ty(e —t)
THEN Abort

ELSE put(Tns(PRES));
make((]1)); go((l1));
put(Ty(e — t), Fo(Can'(AUX)), 73x.Fo(x));
go((T1)); make((lo));
IF (lo)Ty(e)
THEN  go({lo))
ELSE put(Cat(INV));
go((lo)); put(?Ty(e));

can

ELSE Abort

The inclusion of?3x.Fo(x), which is a requirement for a fixed formula value, ensures
that a string in which the metavariable had been replaced by some fixed formula value
will not be grammatical in Dynamic Syntax terms, because taquirement will remain
outstanding. The notion that only auxiliary verbs introeubis metavariable and ac-
companying requirement for a fixed formula value which mayus@led from context

120r, in the case of ellipsis, whatever the ‘missing’ matewialild be
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correlates precisely with the idea of VP ellipsis, whichvaitable with auxiliary verbs,
but not with lexical verbs (discounting for a moment the cifmition of theto infinitival
marker in “John wants to go, but Julia doesn’t want to”, whiagh be explored further in
section 6.6).

This leads to the question of whether this complex formutaaanotate a node directly,
as in the lexical entry shown in 82, or leads to the postulatibinternal structure of
Ty(e — t) nodes with auxiliary verbs (in an analogous way to hbw(e) nodes are
structured when they contain common nouns (see chapter 8,é@ah (2005) for further
details)) In principle, a simplistic picture such as the shewn in figure 18 could be
posited, where the node @fy(A) is, at present, type underspecified in a way to be made
clear later.

Ty(t)
Ty(e) Ty(e — 1)
Ty(A), Ty(A — (e —1))
Fo(AUX) Fo(Can’)

Figure 18: Potential internal structuredf)(e — ¢) node

6.2.1 Implications for All Sentences with Auxiliary Verbs

The major question, then, concerns how the parse contifitiesmetavariable is updated
by following lexical material. According to Garcia-Millethis is done using ATE *A D-
JUNCTION, though we have already seen how this runs into problems wieectonsider
examples with multiple auxiliary verbs. In my account, thegess of continued tree
growth is accomplished by the creation of a LINKed tree.

If we recall, from the relative clause example, the intrathrcof a LINKed tree allows
trees to be built up in tandem and provides a copy of the naata fwhich the LINK
operation came. In the relative clause example, “John, who/Maid smoked, died”, the
subordinate relative clause (demarcated in this case bglagve pronourwho) in some
sense gives us more information regarding John and led talefialuation that translated
as “John died, and Mary said John smoked.” In the auxiliasgeander consideration, the
additional information also seems to be regarding the stibf@r example, in “John can
jump”, what is being asserted is ththere is the possibility that John jumpshich could
potentially be realised by John having the ability to junip)other words,John jumpss

in some sense a component of the sentence “John can jumpagtsis of the sentence
“John could have been jumping”; just the implication we g&hg the notion of LINKed
structures.
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After parsingcanin the sentence “John can jump”, due to the lexical entry &or (see
82, as already discussed), the pointer will be at the subjt¢ (already annotated with
the decoratiorf'o(John')). The possibility therefore arises of using the existingNKl
ADJUNCTION rule (as stated in section 4.6). There are advantages tapimsoach.
Not only does it not require us to introduce additional maehy to Dynamic Syntax,
but, as already alluded to, it seems right that the subjectopéd over to the LINKed
structure, as is the case with the previously discussedfuléNK A DJUNCTION. Fig-
ures 19, 20 and 21 show (ignoring internal structuré&'gfe — t¢) nodes for the moment)
how, using exactly the processes of LINK andB3#UNCTION, this parse would proceed.

Ty(¢) — Ty(¢)

Ty(e), Ty(e — 1), Ty(e) Ty(e — 1),
Fo(John'), Fo(Can'(AUX)), Fo(John'),  Fo(Can'(AUX)),
[1]L ?73x.Fo(x) [1]L ?3x. Fo(x)

(L=1)(10)Tn(0), (L=1)(10)Tn(0),
Ty(t), ?(l«)Fo(John'), Ty(t), ?{l«)Fo(John')

!
!
(1 H{(L~HTn(0), ?‘Hx.Tn(x), Ty(e)O

Figure 19: Parsingohn can .,.using LINK ADJUNCTIONand *ADJUNCTION

Ty(t)

Ty(e), Ty(e — 1),
Fo(John'),[l]L Fo(Can/(AUX))

—

Ty(t)
Ty(e), Fo(John'), [J]L 2Ty(e), o Tyle — t), Fo(Jumy/), [1]L

Figure 20: Parsindohn can jump

A problem arises, however, when we consider the LINMAEUATION function used in
the relative clause example. If applied to the output shawfigure 21, then the result
would be as in 83, below.

(83) Fo((Can'(AUX))John') A ((Jump')John')
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Ty(t)

Ty(e), Ty(e — 1),
Fo(John'),[l]L Fo(Can'(AUX))

T

Ty(t),
Fo((Jump')John')

/\

Ty(e), Ty(e — 1),
Fo(John'),[l]L, Fo(Jump'),[|]L

Figure 21: Parsindohn can jumpafter MERGE

Even if we assume that the formula results of the LINKed stmgccould be substituted
for the metavariableAUX, we would still be left with the result shown in 84, when
arguably what we are actually looking for is the formula eaélnown in 8%°,

(84) Fo((Can/((Jump')John'))John') A ((Jump')John')
(85) Fo((Can/((Jump')John'))John')

A further problem concerns the necessary restrictions eetkical entry for the base in-
finitive form of the lexical verb, in this cagamp. If the LINK relation were created from
the subject node, the constraint condition would be exthem@mplex, with modal op-
erators akin to(11) (L") (1) {l1) Fo((AUX)z). This hardly seems parsimonious, and,
together with the apparent necessity to come up with anedpntirew LINK EVALUA -
TION function, leads me to the conclusion that the subject nodetigshe locus for the
LINKed structure. Intuitively, assuming the hypothesiga&ernal structure shown in fig-
ure 18 (at least for auxiliaries), then, after parstagin the string “John can jump”, the
pointer, currently at the subject node, can move througlréseusing ©MPLETION and
ANTICIPATION, as far as the only node with unfulfilled requirements, nartied 7'y (A)
node.

In this case, we need to formulate a new form of the LINKWNCTIONrule, to induce
a LINKed structure from &'y(A) node.

(86) A-LINK ADJUNCTION:

{-. {{Tn(n), {10) (1) {Lo)(Ty(€) A Fole)), ?Ty(A), 03} ...}
{-{Tnn),.. 3 {{L7)Tn(n), ?7Ty(A), (o) Fo(e),0}} ...}

13| will assume that this is so for now, my criticisms of the HP&@mulation in Sag et al. (2003) for
precisely this type of assumption notwithstanding, witis tme of enquiry to be further developed later.
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This rule can be more transparently described using thas\fitlexical actions (as, in-
deed, all rules in Dynamic Syntax can be viewed as collestafthe same tree operations
as are carried out by the lexical items, analogously to caatfmnal macros), as shown

in 87, below.
IF
(87) A-LINK Adjunction THEN
ELSE

Ty(A) A (To)(T1){Lo)(Ty(e) A Fo(a))
make((L)); gO(j ));

put(?Ty(A), {lo) Fo(a))
Abort

As can be seen in 86, above, the only differences in the triggedition for this type

of LINK A DJUNCTION and that encountered in the relative clause example eéitier
rule is shown in 71), are in the type value of the node from Whine link is created, and
in the copying of the information at the ‘subject’ nofle(«) requiring modal operators.
This may prove to be too restrictive, and be replacedihy(|,) Fo(a), however, it suf-

fices to illustrate the operations involved for now. The odifference in the resulting
LINKed tree is that the position of the subject is fixed. Agdinis may turn out to be an

unnecessarily strict condition.

Obviously, in order for this rule to be triggered;dy(A) node will have to have been
created. As mentioned earlier, this will be in the lexicalgifor the auxiliary verbs. The
additional lexical actions, shown in 88, below, are indiares to make th&'y(e — )

node into an argument and functor daughter, analogoudhgttvansitive verb case (loved;

52), discussed earlier.

(88) Lexical entry forcan (fourth approximation).

I Ty()
THEN IF () Ty(e — t)
THEN Abort
ELSE put(Tns(PRES));
make({1,)); go({11)); pus(Ty(e — 1));
make((l1)); go((l1));
put(Ty(A — (e — t)), Fo(Can'), [|]1)
can go((T1));make((lo)); go({lo));
put(?Ty(A), Fo(AUX), 73x.Fo(x));
go({To)); go((T1)); make({lo));
IF (Lo)Ty(e)
THEN  go((lo))
ELSE put(Cat(INV));
go({lo)); put(?Ty(e));
ELSE Abort

The sentencdohn can jumpwvould then proceed as shown in figure 22, before the A-
LINK A DJuNCTIONrule was applied (figure 23). At this poirj, is left underspecified,
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Ty(t), Tns(PRES)

/\

Ty(e), Fo(John'), []]L Ty(e — t)
MTy(t), Tyt — (e = t))
Fo(AUX), 73x.Fo(x), ® Fo(Can’),[l]L

Figure 22: Parsindohn can ...

however, it is clear that this needs to be specified in ordeafparse to proceed. For
the purposes of clarity, | will assume for the time being timathis case it is ofl'y(¢),
and that this is an appropriate type for the rule of A-LINKOAINCTION, with possible
alternatives to be discussed further in section 6.2MRDDUCTION and FREDICTION
would leave the pointer at tHBy(e — t) node (or this could be specified in the A-LINK
ADJUNCTIONTrule), wherebyumpcould be parsed.

Ty(t), Tns(PRES)

/\

Ty(e), Fo(John'),[]]L Ty(e —t)
?Ty(t), Ty(t — (e — 1))
Fo(AUX), 73x.Fo(x) Fo(Can’),[|]L

—

Ty(t), Fo((Jump').John), O

/\

Ty(e), Fo(John'), [|] L Ty(e — t), Fo(Jump'), [1] L

Figure 23: Tree state after parsidgghn can jumpusing A-LINK ADJUNCTION

All that remains is for the evaluation function to be modifiadd, following Cann et al.
(2005), I would split the evaluation rule into a two-stageqass; “. . . one that first writes
the formula on the LINKed structure onto its host node and thies to resolve the ap-
parent contradictory result”. As they conclude

It may be, ...that this is the only evaluation rule neededh(wpes suitably
left unrestricted). The information copied onto the hosle@ then passed up
the tree and resolved as locally as possible according ttypeeof the copied
formula and that of the host node.
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Like them, I leave this refinement for another time, but th&lKIEVALUATION rule that

| propose to use here (shown in 89, below) is identical torfeemulation except in the
type value of the node, which | leave underspecified. Theiblestype values foA will
be discussed later, in section 6.2.2, but | assume for naw @) is an appropriate type.

(89) A-LINK EVALUATION :

{...{{Tn(n),... Fo(a),?Ty(A),.. }},{{{L=YHYTn(n),...,Fo(3),Ty(A),...0}}...}
{...{{Tn(n),... Fo(a),Fo(B),Ty(A),0}}, {{{L-HTn(n),...,Fo(B),Ty(A),...}}...}

The application of the A-LINK EALUATION function shown here would result in the
pair of LINKed trees shown in figure 24. The apparent conflietween the multi-
ple formula values at th&'y(t) node, of Fo(AUX) and Fo((Jump')John') is illu-
sory, since a metavariable can subsume any value at allpt#ing exactly equivalent to
Fo((Jump')John'), and leading, through the usual operations BfNNING, COMPLE-
TION and ELIMINATION , to the final output formuld’o((Can’((Jump')John'))John'),
exactly that shown in 85, as required. In this particulatanse, we can see that the
Ty(A) node is instantiated asZ&y(t).

Ty(t), Tns(PRES)

/\

Ty(e), Fo(John'),[l]L Ty(e —t)

/\

Ty(t), Ty(t), O Ty(t — (e — 1))
Fo(AUX),?3x.Fo(x), Fo((Jump')John')  Fo(Can’),[|]L

—

Ty(t), Fo((Jump')John')

Ty(e), Fo(John'), []]L Ty(e — t), Fo(Jumyp'),[|]L

Figure 24:John can jump Tree state after applying A-LINK ¥ALUATION Rule

More complex examples with multiple auxiliaries proceedha same fashion, with the
assumption that the lexical entry for the verb form thatde# restricts what it can
occur after. For exampleen forms would be restricted té1,)(L ') Fo(HAVE) or
(11)(L~1YFo(BE). An example is shown in 25. Repeated applications of the AXIN
EVALUATION RULE, as outlined above, would result in a final formula value asshin
90, below, however, please note that as the necessarytiestsion theing, -enand base
infinitive forms of verbs are not explicitly explored in thigper, (which is a necessary
extension of this work to account for the noted orderingriesbns) *John been might
have jumpings currently equally permitted.
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(90) Fo((Might'((Have'((Be'((Jump')John'))John'))John'))John')

The formula value in 90, above, might seem unnecessarilyptmbut does capture the
semantic relationships of each ‘segment’ being a compoparitof the whole. In this
view, each of the single trees linked together to form a gtuith multiple auxiliaries
is in some sense a ‘basic’ unit. This helps to account for thgses data mentioned in
example 77, earlier, whereby the ellipsis can grammayicaitur at many points in the
string, in each case needing the final element to be an ayxilexb. Perhaps, too, the
complexity of the formula explains why there is a limit to {hessible length of the chain
of multiple auxiliary verbs.

Ty(t), Tns(PRES)

A

Ty(e), Fo(John'),[l]L Ty(e — t)

Ty(t), Fo(AUX), Tyt — (e —t))
?3x.Fo(x) Fo(Might')[]]L

N

Ty(t)

A

Ty(e), Fo(John'),[l]L Ty(e — t)

Ty(t), Fo(HAVE), Tyt — (e = t))
?3x. Fo(x) Fo(Have')[|]L

f\/

Ty(t)

/\

Ty(e), Fo(John'),[]]L Ty(e — t)

?Ty(t), Fo(BE), Tyt — (e — 1))
?3x.Fo(x) Fo(Be')[]]L

—

Ty(t), Fo((Jump')John'), &

A

Ty(e), Fo(John'),[]]L Ty(e — t), Fo(Jump'),[|]L

Figure 25: One result of parsirigphn might have been jumping
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6.2.2 The Ambiguity of Modals

Does this then mean that | am committed to one basic intexfiwatfor sentences with
auxiliaries, encapsulated by the resulting formula vaklesvn in the above? There are
two possibilities. Either | am committed to obasicinterpretation; in which case, like,
for example, Papafragou (1998) | would have to suggest beaaimbiguity inherent in
sentences with modal auxiliaries (for example) be pragrabyi resolvedafter an initial
syntactic analysis, or, more in keeping with the ethos of&git Syntax, | will have to
claim that there is an alternative derivation possible. Girapthe latter option, it is here
that | will invoke the notion otypeunderspecification.

There are intriguing questions regarding the ambiguityhefrodal auxiliaries, and al-
though it is not my intention to discuss the semantics of reelids in depth (which has
been done far better and in extensive detail in, for exampl€301983); Leech (1987);
Lewis (1986); Palmer (1988)) | would like to explore briefynse of the implications that
the different possible interpretations have for Dynamiatay.

To do so, | will briefly outline the differences between sdierhsubject raisingandsub-
ject controlverbs, and how this impacts on the modal auxiliaries. Thé&&erehces are
illustrated by the two sentences in 91, which, while supeificsimilar in structure, em-
body very different semantic relationships.

(91) a. Jane tends to avoid people.
b. Jane tries to avoid people.

In 91a, whatends(to happen) is Jane’s avoidance of people. Contrarily, in @hattries

is Jane, and what is tried is Jane’s avoidance of people. En@mough description, it
should be clear that semanticaligndshas only one argument, whilgtes has two. From
this observation, linguists going back to Chomsky (1957 )eheategorised these as two
distinct classes of verbsubject raisingverbs, e.gtends andsubject controlerbs, e.g.
tries. In Transformational Grammars, where these names oreginétwas proposed that
quite different transformations were applicable in eackecaxpressing the difference
between the one and two place predicates. These differemeeshown schematically
in 92, below.

(92) a. Jane tendgane to avoid people.
b. Janetries PRQ to avoid people.

In 92a, the semantic subject tf avoid peopleJaneis raised to the subject position of
tends This fact, thatendsis in some way transparent is handled by traditional Trans-
formational Grammar by a movement operation whiaisesthe deep structure subject
of the lower verb phrase to a higher position, where it is #signed any semantic role.
In 92b, on the other hand, a silent subjd2RQ) is posited, meaning that for semantic pur-
poses there are two subjects. This unvoiced subject isamxed with the subject dfies,
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which thereforeontrolsit, hence the traditional names. The different semantip@ities
of these two different constructions are also reflected stirtit syntactic behaviours, as
shown in 93, below.

(93) a. Semantically empty subjects

() There tends to be salt in the food.
(i) *There tries to be salt in the food.

b. Semantically empty subject - Expletive it
(i) Ittends to be cold in the bedroom.
(ii) *It tries to be cold in the bedrooti.

c. Paraphrasing with passives
(i) Julia tends to visit Johra- John tends to be visited by Julia
(if) Julia tries to visit John# John tries to be visited by Julia

Because the auxiliary verbs pass the above tests, and ardabdxample, to have se-
mantically empty subjects, an HPSG account (see Sag eDalB)2or details) treats them
as a subset of subject raising verbs, but despite this,iisetar to me that at times they
act as subject raising verbs, and at others as subject teostilzs. This is an observa-
tion which dates back at least to Ross (1969), and it is cledanthich interpretation we
choose depends on the semantic structure. For exampleflevsimple sentencéohn
could jump could mean two different things depending on whether aesilspising or
subject control interpretation is assuntedin a subject control interpretation, it could
mean thatlohn once had the ability (for John) to jungperhaps his legs are currently
broken so he can’t right now) or it could equally be interpckih a subject raising way to
mean thathere is the possibility that John will jun{maybe he is thinking about whether
or not to dive off a high board). This state of affairs persqfto a greater or lesser extent)
to all modal auxiliaries, although some may have a prefereading, and which reading
is intended is usually recoverable from context, howeverjmtention here is not to ex-
plore these factors but merely indicate how a single sestemay be interpreted in both
ways in Dynamic Syntax.

(94) Fo((Can/((Jump')John'))John')
(95) Fo((Can'(Jump'))John')®

The two different readings should, ideally, be equally wisle, but result in different
formula values, corresponding to the idea of there beingasre/o (identical) subjects,

14This sentence could be grammatical withederential subject, but not amxpletiveone. See sec-
tion 4.5.2 for details.

150f course, in HPSG where there can be a disjunct betweenxsginthsemantics this does not neces-
sarily pose a problem.

18This may prove to be inaccurate, and better expressdcb&San’ ((Jump’)John')), but this possi-
bility will be explored further in section 6.3.2.1
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as discussed above. Itis here that | intend to invoke thenati type underspecification,
and explore a little more fully what is meant By (A). Essentially, my intuition is that

the formula value in a subject control reading (with two galg) should correspond to
that shown in 85 (and repeated here as 94), whilst a subjeatganterpretation, with a

single semantic subject, should correspond to that shows'in

What this means in terms of our type underspecifigdA ) node is that it can be instan-
tiated either as @'y(t) node (as in the examples in section 6.2, above), orlaga — t).
The resulting pair of LINKed trees would, in this case, belasas in figure 26.

Ty(t), Tns(PRES)

/\

Ty(e), Fo(John'),[]]L Ty(e —t)

/\

2Ty(e — ), Tyle — 1), Ty((e — 1) — (¢ — 1))
?3x.Fo(x), Fo(Jump'), Fo(Can’),[|]L

.

Ty(e —t), Fo(Jump'), [|]L

Figure 26: Second possible resultJafhn can jumpfollowing A-LINK A DJUNCTION
and EVALUATION

Of course, this has implications for the rule of A-LINKDAUNCTION, because if the
Ty(A) is instantiated as @y(e — t) then the subject does not need to be copied over.
What this means in effect is that there are two separate satgiohs that the rule of A-
LINK A DJUNCTIONCan carry out, whose precise effect depends on the triggelitoon.

In the terminology of lexical actions, as before, this idaa be expressed as a disjunctive
lexical entry, as shown in 96. The rule of A-LINKV&ELUATION (as shown in 89) merely
requires us to specifA € {t, (e — t)}, so that acceptable values that can be substituted
into the rule of A-LINK EvALUATION for T'y(A) areTy(t) or Ty(e — t). However, it

is possible that this over complicates the issue, as whepadtential LINKed tree were of
aTy(e — t), because as we do not need to copy over any information, ihamereason
that we need to project a LINKed structure at all, as we comigly parse the worgump

at the current node. This would have an impact on the rasimgfor non-finite forms of
verbs, which will not be explored in detail in the current pap

1l am making the assumption (as per Kempson et al. (2001)3ppi@t the formula values can be
interpreted as lambda terms (see, e.g. Carpenter (199&gning thatt'o(Jump) should really be read
asAz.Jump(x). In this analysis therefordio(Can’) is either a one place predicate.Can(z), or a two
place predicatex\y.Can(y)(x). The common assumption that the subject control readingsponds to
the two-place predicate interpretation is made implicitly
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IF (To)(T1) (Lo} (Ty(e) A Fo(a))
THEN IF Ty(t)
THEN make((L));go({L));
put(?Ty(t), (lo) Fo())

. . ELSE |IF "Tyle —t
(96) A-LINK Adjunction THEN make((<L>);)go(<L>);
put(?Ty(e — t))
ELSE Abort
ELSE Abort
ELSE Abort

How | envisage this proceeding is with the notion of potdrgarses building up in par-
allel. In other words, for a sentence suchJabn can jumpwhencanwas parsed, this
would lead to the creation of two separate parallel trees;ionvhich the underspecified
Ty(A) was instantiated ay(¢) and one in which it was instantiated a§'a(e — t).

This parallel processing could explain why both interpretes are in principle available,
with the choice of which is ultimately chosen resting on &ddal factors, for example,

the preceding context.

6.3 A Dynamic Syntax Account of Negation

The preceding sections, motivated by the syntactic phenanoé Inversion (discussed
in section 2.1.2), and Ellipsis (discussed in section 2,h8ed revising in the light of
certain puzzling facts, for example, regarding the distidn of certain negative polarity
adverbs such aseverandrarely, as shown in example 97, below.

(97) a. I[never want to be bothered].
b. | want [never to be bothered].
?7?1 want to be [never botheré#]
| want to [never be bothered].
*[Never want | to be bothered].
| [never could be bothered].
| could [never be bothered].
?7?I could be [never bothered].
i. [Never could | be bothered].

S@ ~0 20

8For some speakers this is completely unacceptable, ppssiiel to semantic factors. The example
below, which adds information about the past participlens® more acceptable.

(i) ?Iwantto be [never bothered about money].
This also holds for example (h), and, possibly, the equitadentences in 98.
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One potential solution to this distributional problem idi@ve a disjunctive lexical entry
for never such that if it is the first item encountered in a string, igders an inverted
context, which could only be met by an auxiliary verb. Howevkis would also lead
to additional complexity in the lexical entry for auxiliaxerbs, and the sentences in 97
lead me to believe that it is actually a more general phenameghich can be articulated
as “I must be followed by a verb or verbal element.” If this Ine tcase andheveris
sentence initial, it automatically follows that the onlpégyof verb that is allowed to follow
in a successful parse is one that can precede its subjectan.@uxiliary. In fact, the
distribution has parallels to that displayedryt (shown in 98).

(98) a. *I [not want to be bothered (ever)].
b. 1want [not to be bothered (ever)].

?1 want to be [not bothered (ever)].

| want to [not be bothered (ever)].

*[Not want | to be bothered (ever)].

| [don’t want to be bothered (ever)].

*| [not could be bothered (ever)].

| could [not be bothered (ever)].

I. ?1 could be [not bothered (ever)].

j- *[Not could | be bothered (ever)].

S@ -0 20

Kim (2000) believes that these parallels are because tmthrandnot act as negative
polarity adverbs, which are, in the HPSG terms in which haysis is based, modifiers of
the following verb. Whilst this appears to be able to accoanttfe syntactic placement of
these elements (though, importantly, not without raisitigepbissues, especially in regard
to VP-ellipsis), it does not seem to capture the semantts f&or Kim, this is not a major
issue, because in HPSG there can be a separation betwegmthetis contribution of
a word and its semantic contribution (seen most notably enHRSG treatment of the
different forms ofbe, which sometimes is semantically empty, but sometimesheteby
supposedly accounting for what Sag et al. (2003) considee ®yntactic homonymy but
without semantic homonymy), however, this is not the casdfmamic Syntax where
the syntactic factors build up the semantic picture.

What can be seen from the combination of insights tieerappears to negate the fol-
lowing clause, but also seems to incorporatéige) element €ven can be accounted
for in Dynamic Syntax by examining the diachronic rootsefer In essenceneveris
derived from two different elements, corresponding, in EiwdEnglish, tanot andever.

| propose to treat it therefore as an almost prototypicairgx®a of routinisation, whereby
the negative element, which was originally separate (in EXdlishne) and the lexical
actions it invoked became a subpart of the lexical actions\éver In other words, we
would expecneverto performall the actions thamedid (which are very similar to those
thatnot now performs), as well as introducind/g(e) element, agverdoes. This brief
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description, to be later elaborated in section 6.3.3, matisve essentially get the place-
ment data which Kim treats as the main characterisatioreeér for free. The difference,
then, is in fact in cases afentential® not, the only case where auxiliaries are not only
permitted, but strictly necessary (and the only cases wtwriaction is possible, or even
preferred), as well as in the introduction offg(e) element in the case afever This
suggests that, contrary to many existing analyses, thg@goal case is the one which
commentators (e.g. Sag et al. (2003)) usually focus on exptawhen they consider the
linguistic concept of negation, i.esentential negationin my view, a failure to account
for constituent negatiom the same analysis represents a failure to appreciatathe f
Whether or not we accept that there are any real differendesba the types of negation
does not seem to me to be an important distinction, as, ietheg, this is a question of
scale (or, indeed, scope), not of principle.

In attempting to motivate my analysis of negation, therefdrwill assume a common
structure for constituent and sentential negation, withdhly difference being the be-
haviour of the elementotwhen it is used to negate the first verbal element in a string (o
more accurately, the highe®t(¢) node in a given tree). If the element is an auxiliary,
unlike in the normal case where the negation precedes thalelause that it negates,
in this case it follows. In addition, if the verb is a main vetlien although the negation
does precede the verb which it negates (as in the other chsesagiituent negation), it
iIs somehow too weak an element to stand alone, and thereiguees an auxiliary verb
for ‘support’. This is the only contrast with the case in avlodern English, where the
initial negator could follow any verb, but was not in itselifag enough to precede it (al-
though there have been a few examples found, dating rougirtythe time corresponding
to Hudson’s Stage B (see 47), when English was allegedly tata sf flux, wherenot
precedes the main verb. See Mazzon (2004), for discussitiresé examples and also
Jesperson’s NEG-cycle, which is presumed to explain thergal cross-linguistic pat-
terns of negation). A similar effect is seen with certairtics in Spanish, for example,
whereby so-called weak clitics cannot be sentence ingied (.g. Bouzouita & Kemp-
son (2006)), leading to the Wackernagel effect. In line \litils explanation, if there are
multiple auxiliaries in a sentence, then it is only the fiseavhich negation follows, as
shown in example 99, below. An advantage of this approadhaisit can help to show
why the initialnot in a string is the only one which became enclitic, which carséen
from the ungrammaticality of example 99h-j. That said, Ihaigue, following Zwicky

& Pullum (1983) that the evidence suggests that, althougialiy an enclitic particlen’t
has since been reanalysed as an inflectional form - a reatigs, as we shall see, leads
to a simpler parse tree, and also explains why the prefeeaimg of example 99b is that
indicated by the square brackets.

(99) a. *I not could have been being bothered.
b. I could [not have been being botherédl.]

19The termssententialandconstitueninegation refer to the scope of the negative elemensehiential
negation, the whole clause is negated;camstitueninegation it is some part of it only.
20this example is ambiguous between the two readings whetrebuylid be the ‘have been being bothered’
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. | could have [not been being bothered.]

d. I could have been [not being bothered.]

e. | could have been being [not bothered.]

f. 1 couldn’t [not have been being bothered.]

| couldn’t [not have [not been [not being [not botherddl.]]
*| could haven't been being bothered

I. *I could have beenn’t being bothered

j. *I could have been beingn't bothered

= «Q

The way in which this problem is analysed in Dynamic Syntdeseupon some fairly
crucial assumptions regarding where in the final parse treeégation resides. There
are several possibilities, however, due to the nature ofDijp@amic Syntax model, a
couple of them can be ruled out immediately. This relatespoiat made forcefully in
Marten; that in Dynamic Syntax, once something exists ie@,tit cannot be changed. Of
course, the system seems fairly flexible when we considédr sings as unfixed nodes,
but the important thing to realise is that information at tlegle does not change when
it finds a fixed position; every decoration that was at the rsideholds, even if some
new decorations narrow down the possibilities. The realsanthis has implications for
negation is that, if we consider the effects of negation tiol lad the verball'y(e — t)
node (which would match the usual assumptiondonstituentnegation, but require us
to assume that linguistic negation is in some sense différem logical negation), then
we would have to subdivide the node into two; with the origimade in effect moving
down the tree to a new argument node, and gaining a new furattgister node of the
typeTy((e — t) — (e — t)) which contains the negation. An alternative methodology
might be to annotate the existingy(e — ¢) (or indeed the root node) with a formula
instruction to negate the formula. Unfortunately, whitgstmight seem to be an efficient
alternative, the fact that nothing can be taken away in thedbyc Syntax parse tree
would mean that the resulting node would constitute a Redldai Absurdum, because
it would be annotated both with the relevant formula valunel s negation. Alternatives
which do not alter the underlying structure of the tree, aluice contradictions are few
and far between, however, | do not believe the problem to beteactable one.

There are two basic options available, and the one that wesehdepends to a large
degree on the presumed structure of negation. The two, ctmdlj options are shown
pictorially in figure 27. Notice that in the former potentstucture, the formula value
is Fo(Neg'), whilst in the latter it isF'o(—). This is because logical negation)( by
its very definition negates a propositional phrase (degitt®ynamic Syntax ag'y(t)),
resulting in another propositional phrase. This being tieed”o(—) canonly decorate a
Ty(t — t) node. Analyses like Kim (2000), however, do not treat negasis a logical
operator, as they consider it to be a modifier of a verb phrésmight seem unlikely
to assume that linguistic negation does not act as it doesopogitional logic but is
not unthinkable, if we assume that logical negatiéin(—)) may have been the starting

being negated, or the whole sentence, as can be seen from 99f.
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point for not but it has since been reanalysed as the less resti¢iedN eg’). Of course,
although many syntactic analyses do not show the semalditoreships as explicitly as
Dynamic Syntax, we could interpret HPSG, for example, asupaisng the former type
of sister relationship foconstituent negatigrwith the latter representing trsentential
case (see Kim (2000), chapter 3, for an HPSG analysis win@rsometimes acts as a
complemenand sometimes asmaodifier).

The difficulties associated with the first type of analysigehalready been briefly exam-
ined, and are discussed at length in Marten (2002). The desaentential (y(t — t))
analysis has problems of its own. Primary among these isatttetliat, should we con-
sider the traditional starting point in Dynamic Syntax tcelsestated, then theot element
would, when encountered in the string, be required to craatede above the existing
root node. An alternative option, to start with a templatthvie space for a polarity item
as al'y(t — t), as shown in the second tree in figure 27 is also possible rnaitractive.

7y(1) Ty
Tyle)  Tyle—1) Ty(t)  Tylt — 1), Fo(-)
Tyt~ T T Tyle)  Tyle—1)

Figure 27: Possible candidates for structure of negatives

6.3.1 Negation in Dynamic Syntax - Option 1

Taking the two options in turn, if we assume tihat decorates a sister node of the verbal
node, be it the required auxiliary if the negated item is thet fn the string, or any other
verb if itis later in the string, then the obvious place fa tlegative when it occurs after an
auxiliary verb 6entential negationis at theT'y(A) node. Conversely, when considering
cases of so-calledonstituent negatigrthe correct positioning would seem to reflect the
structure shown in the first instance of figure 27; atthgée — t) nodé&*. This would
lead to a lexical entry for not like that shown in 100, below.

21This leaves aside, for the moment, cases whet@egates a propositional phrase or a noun phrase as
in examples of constituent negation:

a. John loves not Mary, but Julia.
b. I come not from Bedford, but from London.

though there is no principled reason why these could notderjporated into a wider analysis bt
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(100) Lexical entry fonot- Option 1.

IF Ty(A) whereA € {t,(e = t)}
THEN IF (NTy(e —t) N(U)Ty(t)
THEN  put(Ty(A)); make((11)); go((1))
put(Ty(A — A), Fo(Neg'), [1]1)
go((11)); make({lo)); go({Lo));
put(?Ty(A) Fo(AUX), 73x.Fo(x));
ELSE  Abort
ELSE Abort

not

To see how this would work with a simple example, considersér@encelohn can not
jump Having parsedlohn can .., and moved through the tree to th&y(A) node
with the outstanding requirement, we will, as before, behm parse state depicted in
the tree shown in figure 22 The next word encountered in the stringiist The first
restriction?Ty(A)where(A € {t, (e — t)} restricts the node types at whialot can be
parsed to a node with a requirement fotZay(t) or ?T'y(e — t). The second restriction,
(UYTy(e — t)N(U)Ty(t), says that somewhere above or at the current node in thetree,
in a linked tree above the current nétlare both a satisfiedy(e — t) node and &'y(t)
nodé“. In the current case, both these type restrictions are roetyeslexical actions
contained in 100 can be applied. The result, having pamsgds shown in figure 28.

Ty(t),Tns(PRES)

/\

Ty(e), Fo(John'), [|]L Ty(e — t)

Ty(t) Ty(t — (e — 1))
Fo(AUX), 73x.Fo(x) Fo(Can’),[|]L

Ty(t), Fo(AUX'), Ty(t — t)
?3x.Fo(x), O Fo(Neg'),[l]L

Figure 28: Parsindohn can not ...

As before, the metavariable on the node where the pointdrdasAUX')) can be sup-
plied from context, or, in this case, the rule of A-LINKDAUNCTION can be applied so
that following lexical material may be parsed. As discugs@diously, the criteria for the
application of A-LINK ADJUNCTION must be made slightly more general, as shown in
101, below, where the criteria is NGy (A) A (T5)(T1)(To)(T'y(e) A Fo(a)). The only

22Although | assume that two trees are being built up simuttasly, | will illustrate the current section
using the version whereby tiey(A) is instantiated a%'y(t), for clarity.

23(U) is a modal operator meaning ‘up anywhere’, and is a very wesskrelation. Its inverse i€D),
down.

24t is possible that these restrictions will license certaigrammatical strings when relative clauses are
considered, and thus may need replacing with a more restrazinstraint.
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difference between here and before is that the collecticghetubject formula value to
be copied onto the LINKed structure can now require us to gmoge than one argument
node, before going up a functor node and down an argumenhtzgs shown byls).
What this means is that in examples such as that shown in figyrén@ formula value
for John which is(7¢)(To){T1)(lo) away from the node where the pointer is, can still be
collected. Importantly, the more genetél.) modal operator would be inappropriate be-
cause it would allow us to pick up the wrong noun phrase in momeplex sentences. For
example, indJohn thinks Mary can jumjit would allow us to carry the formul&o(.John')
through to the LINKed tree, which is clearly inapproprfateNotice also, that the condi-
tion also includes that the node has a requirement for a flarralue (3x.Fo(x)). This
condition would be met by the node created by the lexicabastiof an auxiliary verb,
but importantly would not be met by nodes introduced fromdalkactions (e.g. in cases
where the word creates a node fof'a(t) or aTy(e — t) argument, ashinksor wants
would do), thus preventing A-LINK AJUNCTIONfrom being carried out in these cases.
This has important implications for the contributioniofinitival-to in examples such as
John wants to like Marywhich will be discussed further in section 6.6.

The parse tree fafohn can not jumpbefore terms are collected, is shown in 29.

IF (16) (T {Lo)(Ty(e) A Fo(a))
THEN IF Ty(t)A?3Ix. Fo(x)

THEN  make((L)); go((L)):
put(?Ty(t), (L) (Ty(e) A Fo(a)))

ELSE |IF "Ty(e — t)A?3Ix. Fo(x)
THEN  make((L)); go((L))

put(?Ty(e — t))

ELSE Abort

ELSE Abort

ELSE Abort

(101) A-LINK Adjunction

In this case, as we can see, the LINKed structure will be of #p(¢), meaning thaall
occurrences oA aret. However, the collection of formula terms, using a comborat
of ELIMINATION and A-LINK EVALUATION leads to the final formula value shown
below in 102. It is clear that this is not the correct intetaten, in which case it is
either necessary to adjust theIHINATION rule where the formula i&Veg’ such that it
would be the left-most item in the formula value and thus hsc@pe over everything
else in the formula describing the tree in which it residesaaknowledge that linguistic
negation does in fact mirror logical negation and exploe dkiailable options for the
second possible structure of negation shown in 27, aboves dgtion will be explored
further, in section 6.3.2, below, but in any case, it is int@ot to note that there is an
alternative derivation available for the stridghn can not jumpwhich is as it should
be, given the ambiguity between the two readidghn [can not jumpland John can

25An alternative restriction using th@first operator (defined in Kempson et al. (2001), pp.91) would
equally be able to prevent such capturing of inappropriatemphrases.
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Ty(t), Tns(PRES)

/\

Ty(e), Fo(John'), [|]L Ty(e — 1)
A
Fo( AU e Fo(x) oGy 11
/\
PasOR,
—
Ty(t), O
/\
Ty(e), Fo(John'),[]]L Ty(e — t), Fo(Jump'),[|]L

Figure 29: Parse tree after parsisf@hn can not jump

[not jJump]. The tree for the alternative derivation is shown in figure &@d the subtly
different resulting formula (using A-LINK EALUATION and the existing EIMINATION
rule) in 103. The fact that there are two different ways okpagJohn can not jumjs an
important point, as it allows us to account for sentenceh witiltiple negation, such as
John can not NOT jump

(102) Fo((Can'(Neg'(Jump'(John'))))John')
(103) Fo((Can'((Neg'(Jump'))John'))John')

This account of negation actually allows far more complearegles of multiple nega-
tion, such aslohn can not not have not jumped evenJohn can not not have not not
jumped and whilst these sound strange, they do not sound ungraoain@vith appro-
priate stress), so | would argue that this is a strength ottadysis, and that the fact that
such sentences are rarely, if ever, encountered, reflediseancomplexity, and not on
their ungrammaticality. This is in contrast to strings sasfiJohn not jumpsand*John
jumps notwhich are both debarred in this analysis because the fingtitton in the lex-
ical entry ofnotis not met. Examples such &an not | ... are also ungrammatical in
this account, however, in this case it is because, followirggparse otanthe pointer
is at aTy(e) node, which means that the lexical actions ot cannot be invoked. As
mentioned in footnote 21, this may require changing in thktlof contrastive negations
as well as in acknowledgement of the fact that sentencesitiegi, for exampleCan
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Ty(t),Tns(PRES)

/\

Ty(e), Fo(John'), []]L Ty(e —t)

/\

Ty(t), Ty(t — (e — 1))
Fo(AUX), 73x.Fo(x) Fo(Can’),[|]L

J—

Ty(t)

/\

Ty(e), Fo(John'), [|] L Ty(e —t)

Ty(e — t), Fo(AUX"), Ty((e—t)— (e —1t))
Fo(Jump'), Fo(Neg'),[l]L

Figure 30: Parse tree after parsid@hn can not jump alternative derivation

not Mary ... may well be considered archaic, but not necessarily strctgrammatical.
However, these are subjects for further investigation,laybnd the scope of the current
paper.

6.3.2 Negation in Dynamic Syntax - Option 2

Given the formula values in 102 and 103, it seems obviousthieste do not adequately
characterise negation in English. In fact, the formula @au102 seems to be an accurate
one for the interpretatiodohn can [not jump](repeated here as 104, with the logical
operator replacingVeg’), while John [can not jumpjwould be better described by the
formula value shown in 105, below. These formula values nmrp those which would
be the outcome if the second structure shown in 27 reprasémtdinal parse tree.

(104) Fo((Can'(=(Jump'(John'))))John')
(105) Fo(—~((Can'(Jump'(John')))John'))

Treating negation as introducing the logical operatgriéads, as discussed above, to the
assumption thatot can only decorate @y(¢t — t) node. This means that all the possible
placements fonot are accounted for, with the notable exception of the fadtititannot

be the first element in a sentence, instead requiring thaugihaay and subject have
already been parsed. This leads me to postulate a disjarexical entry, as shown below
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in 106. In essence, the first restriction ensures that thd w8arot the first encountered in
the string®, and the first set of lexical actions applies if there hasaalyebeen an auxiliary
verb parsed in the string.

(106) Lexical entry fomot- Option 2.

IF 2Ty(t)
THEN IF [1]L AL
THEN Abort
ELSE |IF (L)Ty(e) A {L)Ty(A — (e — 1)) A[T]L
whereA € {(e — t),t}
THEN make((To));go({To))
not put(?7y(t )) make((]1)); go({l1));
put(Ty(t — t), Fo(—), [l } );
go((T1)); go((lo))
ELSE  put(Ty(t));make((l1)); go({l1));
put(Ty(t — t), Fo(=), [I]1)
go({T1));make((lo)); go({lo))
put(?Ty(t), Fo(AUX’), 73x.Fo(x))
ELSE Abort

The important point about this lexical entry is that there potentially two parse sites in
a simple tree. One, if th&],.)Ty(e) A {|.)Ty(A — (e — t)) A [1]L restrictiort” is met,

is the root of the tree. The other, is after an auxiliary obvaiking a verbal complement
has been parsed, where, although the node from which it wippdrsed has &'y(A),
this can be (as seen in the positive examples discussedrgairistantiated as &y(t),
meaning that7'y(A) could be?Ty(t), in which case the initial trigger is met. This has
implications for negative sentences which will be furthiscdssed later after a few simple
examples. The process by which this lexical entry licens@sgs such agohn can not
jumpin two ways, and debars examples sucl@asn jumps ngtandJohn not jumpsis
illustrated below.

Taking the earlier example dbhn can not jumpwe can, as before, parse the string up
toJohn can .., as in figure 22. The two different options available depemavbere the
pointer is when we parseot If it is at the root node (to which we can move through
the tree using the rule of MTICIPATION), then the first criterion is met, but the second
([L]L A [T]L) is not, because there is already information in the treeis Tieans we
can continue to the next criteriofl,.)T'y(e) A (|.)Ty(A — (e — t)) A [T]L, which is,

in this case, met (by the nodes decorated witi{ John') and F'o(Can’), respectively),
so the actions are applied. The results of these actionshaxensin figure 31. Using

26This means for the moment that sentences sudiicaonly did she .. .will be debarred, although it
seems evident that this highlights even further the commetietweemot andnever which | shall return
to in section 6.3.3, later.

2TThis restriction says roughly: “If below me there is alreadyarsedy(e) node and a parséty(A —
(e — t)) node and there is nothing above me”
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CoMPLETION and ANTICIPATION allows us to move through the tree to the only node
with outstanding requirements, where, exactly as befdre,Fio(AUX) node can be
updated from context, or with following lexical materialggaring on a LINKed structure.
The resulting formula of parsingl¢hn can not jumpin this way would be as shown
in 105.

Ty(t)

/\

?Ty(t), Tns(PRES), Ty(t — t), Fo(=),[l]L

Ty(e), Fo(John'),[l]L Ty(e —t)

7Ty(t) Tyt — (e = t))
Fo(AUX), ?73x.Fo(x) Fo(Can'),[|]L

Figure 31: Parsingohn can not ...

The alternative parse is possible if the pointer is allovwwed CoOMPLETION and ANTIC-
IPATION) to move through the parse tree to @#€y(A) nodebeforenot is processed. In
this case, the criteriof|.)T'y(e) A (|.)Ty(A — (e — t)) A [T].L would not be met, so
the actions carried out would be those after the second EL8&nsent. The results are
shown in figure 32, and the resulting formula value followthg complete parse would
be that shown in 104. The inclusion of the metavariable inl¢ixecal entry fornot in
this case ensures that A-LINKBYUNCTION (as shown in 101) can apply, and has other
implications for ellipsis which will be discussed belowdsagain in section 6.3.4.

"Ty(t), Tns(PRES

/\

Ty(e), Fo(John'), [|]L Ty(e — t)
TTy(t), Ty(t) Tyt — (e — 1))
Fo(AUX), 73x.Fo(x) Fo(Can’),[|]L
/\
Fo(AUX) Fo(-), [1]L

Figure 32: Parsindohn can not ...

There are some important points to note about these twd]glgrarses. The main one is
to note what would occur in a tree with multiple occurrendasai or multiple auxiliaries.
In a sentence such dshn can not not have jumpgalthough the firshotcan be sentential
(in these terms, introduce a node above the root node, ak@érdt set of actions in the
lexical entry fornot), the second cannot, and must be attached to the [8iugfA ) node.
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The results of such a parse are shown in figure 33, below. Matehere is nothing in
principle that prevents not iterating indefinitely, legitsing strings such a®ohn can not
not not have jumpedut that if it does so it is only at the lower attachment siteath
case, and not at the root node. Note also that beazats#so introduces a metavariable,
ellipsis is possible in these cases (2dphn can not ngt This may be an unwanted
conclusion, although, as it is not difficult to constructtesmees of this form which seem
acceptable it may be that the apparent unacceptabilityraésees with additionaiots

is likely to be a processing constraint rather than a grancadadne. It is possible that
the lexical action fonotintroducing a metavariable in cases at the lower attachsitnt
is not appropriate, but as such cases of ellipsis seem atdepb me (although they are
completely unacceptable for Kim (2000)) | will leave it inrfoow, and assume that this
could be a source of variability between speakers. | shalrmeto this point in 6.3.4,
below.

Ty(t)

/\T(t—wf),

Ty(t), Tns(PRES) Y

Fo(=), [l]L
/\
Ty(e), Fo(John'), [1]1 Ty(e — 1)
/\
Fo(AfITJgg)) : %ﬁff}ﬂ()(x) %fclfe) ,Tui))
T

Y0 o), (1)1

Figure 33: Parsingohn can not not. ..

Sentences of the tygidohn jumps nqgtare debarred, because the first set of actions would
not be triggered due to there beingig(A — (e — t)) node in the tree, and the second
set of actions would result in the functor daughter of the rame being decorated with
both Ty(e — ¢) andTy(t — t), thus causing a contradiction and the parse to fail.
Similarly, *John not jumpswvould be ungrammatical because, again, there would be no
satisfiedI'y(A — (e — t) in the tree, and again, the second set of actions would lead to
a contradiction whejumpscame to be parsed.

Additionally, despite the apparent type similarities begw auxiliaries and verbs with ver-
bal complementstJohn not wants to gevould be debarred because there is no satisfied
Ty(A — (e — t) in the tree, and due to pointer movemewh(tsleaves the pointer at
its object node, much as loved did in example 52, earlishn wants not to goan only

be interpreted as negating go, and not the whole sentence. It is therefore not equiva-
lent toJohn doesn’t want to gd~urther evidence that this is appropriate comes from the
grammaticality of sentences suchJahn doesn’t want not to go
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This notwithstanding, an advantage of this approach is hale it debars such sen-
tences, it is easy to describe an earlier stage of EnglishraMiey would be accept-
able, by a simple change in the initial criteria, so thateastof looking for a completed
Ty(A — (e — t)) node, a completed’y(e — t¢) would be sufficient. Thus, what is
often considered to be brought about by a wholesale paransbtinge, can in fact be ex-
plained by the introduction of a simple constraint in cerfaikical items (possibly driven
by processing pressures, as discussed in section 3.3\&)alo addition, it is necessary
to assume that all verbs had'g(t) trigger, thus explaining the additional inversion pos-
sibilities of Early Modern English (as seen in the Shakesgmaexamples in section 3.3).
This situation has parallels in modern Spanish, where iaugs are not a syntactically
distinct word class. All the possibilities shown in 107 lvelare possible in Spanish
(though examples with multiple negation may sound stramgecanstructions using the
subjunctive preferred), and this could easily be accomnaabia the lexical entry fono.

(107) a.No quieres hacerlo

neg want,s, do,s-it
‘You don’t want to do it.

b. No puedes hacerlo
neg canygs, 0o, -it
‘You can'tdo it

c. Puedesno hacerlo
Neg Car,qs, do;, it
‘You can [not do it].

d. No puedes no hacerlo
neg can,gqs, heg do,-it
‘You can’t not do it

e. No puedes no querer hacerlo
neg canyg.s, nheg want,; do,,-it
‘You can’t not want to do it

6.3.2.1 Potential Problems and Possible Solutions

Unfortunately, while this appears to satisfactorily aguoior most negative sentences,
in cases with relative clauses, the situation is not quitsisgple. To see why this is
so, consider a simple relative clause akin to the one derivedction 4.6 (108a), and a
similar sentence where the embedded sentence is negdiiie)(1

(108) a. John, who can jump, smokes.
b. John, who can not jump, smokes.

Intuitively, the actions applied by not in the relative dauexample should be identical
to that in the simple sentendehn can not jumpand, as discussed above there ought to
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be (at least) two different ways of producing the parse @sponding to those shown in
figures 31 and 32). However, although the second optiondspanding with the inter-
pretationJohn can [not jumpjs successfully parsed, the other is not. This is because the
top node of the LINKed tree has(@~!) relationship with the node from which it is pro-
jected meaning that if we were to build noddsovethe top node in the LINKed structure,
the new root node would not have such a relationship, rativesuld be necessary to go
(lo)(L~1) to get back to the node projecting the LINK, as shown in figut&®3

Ty(t)

Tyle), n Ty(e — 1),

Ty(t)

2Ty (t) Ty(t — 1), Fo(-)

/\

Ty(e), Ty(e — 1),
Fo(John'),[l]L Fo(Can'),[]]L

Figure 34: Parsindohn, who can not ...

This is clearly inappropriate; the LINKed structure neeagpply to the newly created
(by the actions in the lexical entry forof) top node. There are two ways this problem
can be resolved; the first would be to assume a templa#lf@iy(¢) structures, such that
there is always an ‘empty’ space féto(—). This would be similar to the proposal (in
the Principles and Parameters program) of a NegP projefteme.g. Mazzon (2004)),
but it is an unattractive proposal in Dynamic Syntax becatisssumes that there is
some structure continually present which is not alwaysigedleither syntactically or
semantically. The alternative solution, which is my preddroption, is, instead to assume
that the LINK relation is itself underspecified. The formabperties of such a proposal
require more consideration, beyond the scope of this prdjat! see no principled reason
why, after a LINKed structure were created, a similar openatio LATE *A DJUNCTION
should not apply, thus creating a possible ‘space’ in theg#or the operations a@fot

Another problem associated with this account is relatedh¢caimbiguity of modals dis-
cussed in section 6.2.2. Basically, if thet element requires &7'y(t) trigger, then the
potential formula values of examples with the negative eleimot in them are more
restricted than they should be. Consider the sentence irb&08y.

28TheTy(e — t) node shown as decorated wifto(Can’) is for simplicity only. In reality it would, of
course, be more complex, withZay(A) argument daughter andlay(A — (e — t)) functor daughter.
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(209) I can not put the kettle on.

Intuitively, this sentence should have four possible prtetations, relating to the para-
phrases shown in 110, and the formula values shown in 111.

(110) a. I don’t have the ability to put the kettle on.
b. There is no possibility of me putting the kettle on.
c. | have the ability to not put the kettle on.
d. There is the possibility of me not putting the kettle on.

(111) a. Fo(~((Can/((Put_kettle_on’)Chris'))Chris))
b. Fo(=((Can'(Put_kettle_on’))Chris))
Fo((Can'(=((Put_kettle_on”)Chris'"))Chris))
d Fo((Can'(—=(Put_kettle_on’))Chris))

A~~~

However, using the lexical entry foiotshown in 106, and the lexical entry feanshown

in 88, we are only able to derive three of them, correspontbrfifl0 and 111a, b and c.
To see why this is so, consider the underivable example inakiD111d. Given the
current actions of ambiguous examples, the positive etpnvaf such a reading would
treat the underspecifi€fly(A) as being instantiated byy(e — ¢), but it is clear that
not can not be parsed from such a node. Unfortunately for thiswadg this problem
only escalates when we consider examples with multiple tresgaand it appears to me
that either the first characterisationradt must be correct (although see section 6.3.1 for
arguments against this), or something else must be going on.

Essentially, the only way | can see of accurately captudregambiguous data, ifot is

to retain its type specification aff'y(t — t) is to treatcan and the other ambiguous
auxiliaries as themselves type underspecified, betWegn — t) andT'y(t — t). Thus
sentences combining the expletitgas discussed in section 4.5.2) and these ambigu-
ous modals should not share the ambiguity, because thecsudibjees the typing to be
Ty(t — t). What this implies is that the ambiguous auxiliaries havepatential parsing
strategies, roughly correlating to tiseibject raisingand subject controlreadings. Al-
though it is beyond the scope of this paper to go in to this teresive detail, see section
6.6, for a proposal of how | see this working out wherebythg¢e — ¢) andTy(t — t)
interpretations would parallel the examplesx@fntsandseemsrespectively.

6.3.3 Never revisited

As mentioned earlier, and seen in examples 97, anch@&rhas a similar distribution
to not The differences, as previously discussed, reflect thetliathevercombines the
actions of negation and the introduction off'g(e) element. For this reason, we can
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take the lexical actions shown in 106 as a starting point,aana first approximation, the
resulting lexical entry foneveris shown below?.

(112) Lexical entry fomever

IF 7Ty (t)

THEN IF (ML
THEN  make((To)); go({10))
END IF

go((
never put(Ty(t t),F m m
go((T1));make((lo)); go({lo))
put( Ty(t)),make((l+)); go((l+));
put(Ty(e)), Fo(Ever’), [|]L
ELSE Abort

Although using this lexical entry (which basically, as dissed, carries out the actions of
notand also introduces®y(e) element on an unfixed node) can account for the sentences
in example 97, it also raises certain interesting questions

The main question concerns where in the final parse tree thly metroduced unfixed
Ty(e) node (withF'o( Ever’)) resides. It is clear from the basics of Dynamic Syntax that
it must have a fixed position before a parse can be considacegssful, but it is by no
means obvious where this would be. This question is tackjeMarten, and involves
complex questions about the nature of optional argumerndsadjuncts, which it is not
my intention to address here. See Marten (2002) for a disnus$ theT'y(e* — t) type
underspecification that he uses to confront this problerd, raste merely that this is a
guestion that requires resolution.

Additionally, sentences such as those in 97b and d haveestteg implications for the
contribution of theto infinitival marker. Asneverrequires &7'y(t) trigger, this suggests
that infinitival to may be al'y(¢) introducing element (fulfilling the same actions as the
last part of the auxiliary). This will be discussed furthersection 6.6, however, for now
it suffices to say that ifo cannot, at least in principle, beZy(t) element, then with the
current characterisation akver example 97b would be ungrammatical.

A further implication which needs considerably more inigedion is whether subject and
predicate NTRODUCTION and FRREDICTION can only occur right at the start of a parse.
Without adding such a stipulation, it is impossible to dedgntences such akever | want
to be botheredbut with it, both this type of sentence and the inversiorsediby having

2Notice that | have introduced an ‘END IF’ statement into taddal actions. This is merely for clarity,
where if the condition is met the actions are carried out,ibtliey are not, the next criterion/action is
applied. A strictly disjunctive lexical entry whereby thalk of the actions were repeated would equally
capture the required effects, but in my view is harder to matidisguises the fact that most of the actions
are identical.
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a sentence initiahever(and thus necessitating the use of an auxiliary verb) areeidim
ately and simply accounted fofNever | want ... would be ungrammatical because if,
following the parse ohever we couldnot use NTRODUCTION and RREDICTION, hy-
pothetically because either there was already informatidhe tree, or because we were
not now at the root node, then the only way to introduce a fig¥e) node (after return-
ing to the?T'y(¢) node using ©MPLETION) would be using *ADJUNCTION O create an
unfixed node. We have already seen, however, that if there tmer type equivalent un-
fixed nodes, that these would collapse together, meaning i@ ver’) and Fo(Chris')
would effectively be trying to occupy the same node, thusicagithe tree to abort.

This same concept explains why inversion is not just preterbut the only grammatical
option after a sentence initinever The parsing ohever as above, leaves us at a type ful-
filled ?T'y(e) node (decorated with the formuléo( Ever’). The only movement possible
from here (to a node with an unfulfilled type requirementetaks, using GMPLETION,
back to the?T'y(t) node. We cannot parse a subject from here directly, and mowea
parse a full lexical verb (because that requires us to h&v&,é& — t) trigger), and if we
are debarred from usingiTRODUCTION and RREDICTION, as | have proposed, then the
only available option is for the next lexical item to be anidiary verb, because, as seen
earlier, these proceed from’d@'y(t) trigger and create their own subject node, awaiting a
?Ty(e) input.

In addition, certain puzzling phenomena fall out naturéidtym this characterisation of
neverandnot For example, Kim (2000) discusses the differences in caiseéR-ellipsis
illustrated by his examples, (pp.90) shown below in 113.

(113) a. Tom has written a novel, but Peter never has.
b. *Tom has written a novel, but Peter has never.
c. Kim told Tom to leave, but Jane told him not to.
d. *Kim told Tom to leave, but Jane told him to not.
e. Tom has written a novel, but Peter has not.

In the Dynamic Syntax account outlined above, it is immeyabbvious whynot can be
the last word in cases of VP-ellipsis with auxiliaries, hevercannot, by comparing the
trees in figures 35 and 36, corresponding to the second dladd8b and d respectively.
As we can see, in theeter has notree, the node with the pointer on it has a metavariable,
which can be filled from context. In tHeeter has nevetree, contrarily, there is an unful-
filled node which requires &I'y(¢) input. Thus, without having to postulate additional
constraints or machinery as Kim does, we can easily accourthé apparently random
differences in the placement of the two negative words.
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Ty(t)

Ty()/\

e

Fo(Peter!) Ty(e — 1)
N e
N
IO Ry
Ty(e)

Fo(Ever’),[l]L,0

Figure 35: Parsingeter has never ...

Ty(t)

/\

?Ty(t), O Ty(t — 1), Fo(=),[l]L

T

Ty(e), Fo(Peter’),[|]L Ty(e —t)

Ty(t)
[or ?Ty(e — t)],
Fo(HAVE),
?73x.Fo(x)

Ty(t — (¢ — 1))
lor Ty(e — 1) — (e — 1)),
Fo(Have'),[]]L

Figure 36: Parsingeter has not ...
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6.3.4 Clitic or Inflectional n't

Although many commentators treat as a cliticised form of the negative partiahet
(enclitic to the first auxiliary in a string), | agree with tegtensive arguments in Zwicky
& Pullum (1983), that although this was probably true histally, n’t has since been re-
analysed as an inflectional affix. In Dynamic Syntax termsatthis means is that the
n't forms of the auxiliaries have their own lexical entries, as of the main differences
between clitics and inflectional affixes is that while chtiare syntactic in nature, inflec-
tional affixes are lexical. Other key points made by Zwicky &lIBm are that arbitrary
gaps and morphosyntactic and semantic idiosyncraciebedfdrt exhibited by the aux-
iliary + n't words, are typical of inflectional affixes, not clitics. Thdea that these are
separate lexical items also matches the notion that thedexs the source of arbitrariness
in language. For a full discussion oft forms as inflectional affixes, including numer-
ous persuasive examples, see Zwicky & Pullum (1983), howévenow it suffices to
consider their examples 4-7 (pp.506, and repeated heredas117).

(114) a. You haven't been here.
b. Haven't you been there?

(115) You have not been there.
(116) *Have not you been there?

(117) a. Have you been there?
b. Have you not been there?

If n’t was indeed a clitic, then we should expect that (114a) isrélérirom (115), and
(114b) from (116), which is ungrammatical, unlike (117b)ndér my analysis, (116)
is debarred, as it should e because having processkeave the pointer will be at an
unfulfilled ?7T'y(e) node. This is not what we would expectrit was merely a clitic,
so, as already mentioned, | propose to treat contractedimedarms of auxiliaries as
separate lexical entries. Like the positive modals, theatieg forms of auxiliaries can
only appear as the first verbal element in a string with migtguxiliaries, as can be seen
from Zwicky & Pullum’s examples 13 and 14 (repeated here &s&lid 119).

(118) a. The police have not been informed.
b. The police haven't been informed.

(119) a. Would the police have not been informed?
b. *Would the police haven’t been informed?

This is simple to stipulate, as it is only the finite forms whizan occur as the first auxil-
iary and therefore have a contracted form. Some confusisesabecause the base form

3Though see earlier comments regarding whether exampldssdf/pe are strictly ungrammatical and
not merely archaic.
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of haveis identical to its present tense (non-3rd singular) forat,for the sake of clarity

I will assume that these morphologically equivalent forragéndifferent lexical entries,
with relevant constraints. The lexical entry for each nizgaform of an auxiliary, will
therefore be identical to the equivalent positive form, liaxe the additional instructions
inherited fromnot (indented in the lexical entry, for clarity), as shown beiovt20. What
this means in practise is that the sentences in 114b and lill'#esult in identical trees.
As with the positive example afan, shown in 88, in the lexical entry faan’t shown be-
low, A can be instantiated as eitheor (¢ — ¢), and it is assumed that both possibilities
will be explored in paralléf.

(120) Lexical entry forcan'.

IF Ty(t)

THEN IF (11)Ty(e —t)
THEN Abort
ELSE put(Tns(PRES));

can't go((T0>);go()

ELSE put(Cat(INV));

go({lo)); put(?Ty(e));
ELSE Abort

A guestion arises, ifi't is taken to be an inflection, as to whether strings such agthos
shown in 121, below, are grammatical. Under the currentyaiglthey would be, how-
ever, as before | would be inclined to argue that they areindgct, ungrammatical per
se, but perhaps sound odd because they are rarely heardiofddy, under the current
analysis, VP-ellipsis is possible in the case of 122, bexawgennot is associated with
the lower tree position (in a completely analogous way tettample shown in figure 33),
as it must be here, it introduces a metavariable in exacys#ime way that the auxiliary
verbs do. This seems intuitively correct to me, as | beliéag, twith appropriate stress,
122 could be a perfectly legitimate response to a questkerDid you go and visit your
mother on her birthday?t is possible that this is an area of current language change

31This means that, in effect, the lexical entry in 120, couldiesved as two separate entries which carry
out identical actions with the relevant type value beingssitited wherever aA appears.
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a possibility that is, perhaps, supported by the accejittabil (sarcastic) examples like
123, to younger speakers of the language.

(121) I haven’'t not NOT been thinking about you.
(122) | couldn’t not.(ellipsis)
(123) John can jump. diT!

6.4 Inversion Revisited - WH-Questions

A further question with regards to auxiliary use in Englisivplves the well documented
question of sentences involving Wh-wotti3®. The data indicates that if a question is
asked whereby the question begins with the Wh-word, but thestqaned element is
not the subject, then the usual Subject-Verb-Object (SVO) iEhglord order is not re-
spected. Instead, an auxiliary verb and inversion must bd,&s shown in example 124.

(124) a. Who loves Mary8ubject questioned; no auxiliary or inversion
b. Mary loves who2Vho in situ; no auxiliary or inversion
c. Who does Mary love®irect object questioned; auxiliary and inversion

d. *Who Mary loves?ntended: direct object questioned; no auxiliary or
inversion

In addition, the string in between the Wh-word and the quastiarticle, can be far more
complex, as shown in example 125 (the usual position of tlestipned material is shown
as —). Note that in all these cases, it is also possible to Waeen situ, as shown.

(125) a. Who does Mary think John loves —?
b. Mary thinks John loves who?
c. Who does Mary think — loves John?
d. Mary thinks who loves John?
e. Who does Mary think John spent the night with —?
f. Mary thinks John spent the night with who?

It is easy to see why a transformational account postulata&ement from the position
of the noun phrase that the Wh-word stands in for (the elemg&nglyuestioned), to the
front of the string, because it seems fairly obvious thahese examplesyhois in some

sense ‘misplaced’. What this means for a Dynamic Syntax axtcad course, is that

32/ group that containwho, what, when where whichandhow, for example, though | shall be focussing
onwhofor the purposes of this section.

33See Kempson et al. (2001), chapter 5, for an extensive dignusf wh-questions, incorporating cross
linguistic data.
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when encountered in such caseboshould occupy an unfixed node, with its position to
be specified before the parse can be completed. In addifithough it seems obvious
that who should provide a metavariable that is to be updated fromesdnif we use
the same methodology as, for example, pronouns, then thisiNew us to derive the
ungrammatical string shown in example 126, sidobnwill be able to occupy the same
node asvha

(126) *Who John loves Mary?

Although it might be argued that this sentence is, in facdpgnatical (with appropriate,

if strange, intonation), | will assume for the moment thas ianother feature of the Wh-
words that they must occupy their own node in the tree undestoaction. This means,
as noted in Kempson et al. (2001), that the metavariable issocompanied with the
substitution requiremenix. F'o(x), and may therefore remain as variables in the final
structure; unlike pronouns, for example. However, eveavatlg for the inclusion of
these stipulations, the situation is not that simple.

Consider the sentences in example 127, below, wivbias part of an embedded clause
in the sentence (of which relative clauses are just one Ipiigg..

(127) a. Mary, who loves John, smokes.
b. Mary, who John loves, smokes.
c. Mary, who does love John, smokes.
d. I'wonder who loves John.
e. | wonder who John loves.
f. 1 wonder who does John love.
g. *I think who loves John.
h. | can’t think who loves John.

What we can see from this is that the ungrammatical example, 12gerfectly acceptable
if whois not sentence initial. In embedded and relative claubes\W\th-element can be
left-dislocated, but if it is sentence initial then it cann®his is a strange quirk of English,
especially when we consider thighn, Mary lovesis a grammatical string, so we might
expect, asvhois arguably just representing a generic (person) noun phthat it could
appear in all contexts in which a fully specified one can.

One way of dealing with this problem in Dynamic Syntax is bfeefively limiting the
type of clause that is being processed when a Wh-word is ete@adhfirst in the string.
What this would then effectively do is put a requirement forezatation onto the top
node (e.gCat(Q), or Cat(INV') as discussed in section 6.1, above), which would then
be matched by the auxiliary verb if it had not already parsedigect. The problem is,
this would then cause problems with the apparently simplemgple ofWho likes John;?
whereby the lexical verbkescannot match the question requirement. A solution, which
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assumes that the requirement is only presenhibis present on an unfixed node (i.e. has
not been parsed as a subject followingrRODUCTION and FREDICTION) is certainly
feasible, however, it leads to a disjunctive lexical entiyich does not necessarily ac-
count for the reasons why embedded clauses within them can behave differently. If
an element of clause typing is necessary (and it may be sactuatfor why even items
such asieverprevent NTRODUCTION and RREDICTION occurring after them if they are
sentence initial, as discussed in section 6.3.3) then I dvpubpose that it is not clause
typing for a question per se, but for an inverted environntleat is normally interpreted
as a question in English (as discussed in section 6.1). Otieeghain reasons for this is
that if the clause typing were for a question, then we shoxetet that the tag’'at(Q) is
applied to the root node even in cases where the Wh-word apjpesitu, as inJohn loves
who? However, while it is easy to stipulate applying the clatig@ng effect wherwho

is sentence initial, it is less obvious how to do so when itas nn other words, either
we accept that even in cases of relative and embedded cldahedeee (or subtree) con-
taining the wh-word is in some sense a question, or we régitiecclause typing to cases
of sentence initialvho, and make it the less restrictiveéat(/NV'). It could be argued
that one way to debar 127g would be to have the lexical entryhiok put a restriction
(Cat(—@Q)) on the complement node, as many syntactic analyses doyvkovtiee avail-
ability of 127h should indicate that this is inappropriatdnave no further comments to
make on the differences between these two examples, wheekattér is grammatical, but
the former is not, (or whether, for example, the differerftewsd be considered syntactic
or semantic in nature), but merely note that it is a quesgguiring resolution.

(128) Lexical entry fowho- First approximation.

IF "Ty(e)
who! THEN put (Ty(e), FO(WHPerson’))a [HJ-)
ELSE Abort

This said, the simplest possibility for a lexical entry foney and as such a useful starting
point, is to treat it as exactly analogous to one of the nouags#s which itis a ‘wildcard’
character for, as shown in 128. If this were the case, of epMWho, Mary loves?vould
be as acceptable dshn, Mary loveswhich, as previously discussed is not the éase
In order to prevent it, whilst retaining the possibility afch a word order occurring in
embedded and relative clauses, either we need to say sogeltbgether more general
about the restrictions of the whole language, or we need pm$®@ restrictions on the
lexical entry. While the former might ultimately be more appriate (with, for example,
all verbs requiring &7'y(t) trigger and NTRODUCTION and RREDICTION being done
away with altogether), this raises more questions tharsdlves, so for the time being |
shall assume that a weak form of clause typing does occurogitiain lexical items, e.g.

34Note also the acceptability &f/ho is it Mary loveswhilst *John is it Mary lovesis ungrammatical.
Similarly, the ordering changes for the simple confirmatquestion compared to one which requires a
name answer; compakho is it? andls it John? (and not*ls it who? or ??John is it} both of which
ought to map to the same positive structliréss John This data is intriguing, and requires additional
research, taking into account the complex interactione@tbpula andt.
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never andwho

With neverit is easy to identify whether it is the first element processéecause it has a
Ty(t) trigger and we can therefore simply query whether anythisg exists in the tree at
all. If we retain thel'y(e) trigger forwho, however, this is less easy to stipulate. There are
two options available for whemghocan reside in the tree under construction if it the first
element encountered. The first is on an unfixed node (afterstANCTION has applied),
and the other is on the subject node of the tree (aERbDUCTIONand FREDICTION).
However, asvhobehaves normally if it is on a fixed subject node (as in, fonasia\Who
loves Mary?, it is only the first of these cases that we need to identify.

(129) Lexical entry fowwho- Second approximation.

IF Ty(e)
THEN put (Ty(@), FO(WHPerson’))a [HJ—)
IF 3x.Tn(x)
THEN IF (1.)Tn(0)
who THEN  go((T.)Tn(0)); put(?Cat(INV))
ELSE  IF (1YL YFo(a)
THEN put(Fo(«a))
END IF
END IF
ELSE Abort

This lexical entry has several disjunctive elements, beitkiy thing to notice is that the
first set of actions will apply regardless of which, if anytlo¢ other actions will. In cases
wherewhois the first element and on an unfixed node, the requiremertfart(INV)
will also be applied, which only an auxiliary verb (as alrgatkfined) will be able to
fulfill. This therefore has the desired effect of preventihg use of NTRODUCTION and
PREDICTION (because if there is a subject already in place when theiaryibr any
other verb, is encountered, the decoratio®n (/NV') is not applied). The third set of
actions is that which is needed to copy the formula value etibist node in the relative
clause examples (see Cann et al. (2005), Chapter 3 for furgtaits).

While it might seem that this lexical entry can adequatelytwagpthe facts regarding
Wh-word placement in full and embedded clauses, unfortlynétis not that simple. A
further problem arises when we consider the fact that | h&eeacterised auxiliaries as
projecting a LINKed structure. This is because, as it culyestands, one of the fea-
tures of unfixed (|.)) nodes is that they can only be fixed locally; i.e. in the tree u
der construction, and not a tree LINKed to the tree undertcoctson. While it is not
hard to imagine or formulate a rule which creates an unfixatenaith a less restrictive
(D) relation on which¥o(WH) can reside so that it may BMRGE with any node in the
tree under construction including any LINKed trees, this haexpected and undesirable
consequences, especially when we consider relative daasé other typical LINKed
constructions (for example coordination). This probleneslaot just affect Wh-words,
because all sentences which begin with an unfixed node anchthee an auxiliary verb
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will also need to be on a less restricted unfixed node (see@ral30a, and its required
derivation in figure 37).

(130) a. John, Mary can love.

b. ?John, Mary, who likes Julia, can’t love.
*Julia, Mary, who likes —, can’t love John
Who can Mary love —?

. Who can Mary, who likes Julia, love —?
*Who can Mary, who likes —, love John?
Mary likes John and Julia.

*Who can Mary like John and —?

S@ ~0 20

Ty(t), Tns(PRES)

Ty(ei,//Tyw),Fom/am\
Fo(John'), [|]L (L Tyle —1)
‘ 7Ty(t),

\ Fo(AUX),
! ?73x.Fo(x)

\
\ \
\
\

\ Ty(t),

\\
RN /%(e—”f))a

~—__Tyl(e) FO([f]Ovel)’
1

Tyt — (e — 1))
Fo(Can'),[]]L

Figure 37: Tree state after parsidghn, Mary can lovdefore MERGE

The problem, which is a form of the well-documented puzzl€omplex NP Constraints
as identified in Ross’s 1967 PhD Thesis (published as Ross (198 be described as
requiring A-LINK connected structures to allow unfixed nede be passed down through
them, whilst at the same time preventing other LINKed street from doing so.

In essence then, either | am completely mistaken in my faauiarn of the English auxil-
iary system and there are no LINKed structures involvedherd is something tangibly
different about the LINKed structures produced by the A-KIKule. Taking the first
possibility, the embedded, currently LINKed tree couldpimciple, be created in the
existing tree. This however introduces unwanted compjeag the onus for copying the
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subject details into the embedded structure would have takas up in the lexical actions
for the auxiliaries.

Alternatively, and how | envisage this problem being mosspaoniously resolved, the
actions induced by the A-LINK AJUNCTION rule require revision. Roughly, what the
rule needs to do, in addition to the actions it currentlyiearout, is to check to see what,
if any, unfixed nodes are attached to the neafggt) node above the node it is being
implemented from, and carry them through to the new LINKesk ttwhere they will
remain unfixed for the time being, either to be fixed in the niexe or carried through
again in another application of A-LINK BJUNCTION). The precise formal details of
such a procedure and considerations about its possiblecetiphs require significant
working out, beyond the scope of this paper. It may in faat it to be the case that all
unfixed nodes should be on a node witk/2) relation, with the difference being in the
normal rule of LINK ADJUNCTION, which somehow blocks the BRGE operation.

6.5 Exceptional Items

As Dynamic Syntax is a lexicalised grammatr, it is clear thatcorrect level for excep-
tional items to be differentiated at is the level of the lexic

6.5.1 Have

Starting withhave | assume that, likeot, the best way to accommodate the data is in
the notion of type underspecification. However, whilst witht this manifested itself in
the trigger condition of the lexical item, withave we can see how this enables us to
expect different types of potential complements. Takirggléxical entry forcan(88) as a
starting point, | believe the lexical entry in 131 allows asapture the facts abohave
whereA can be eithefe — t) or e3°.

The main difference between this lexical entry and thatctom (as seen in 88) is in the
formula valuesFo( Have') and Fo(HAVE), which are self explanato#§; If, when the
lexical item is parsed, the optidhy(e — t) is chosen, then A-LINKADJUNCTION can

be applied, whilst if it creates Ay(e) node then a noun phrase may be parsed. Notice
that as the perfect forms of have do not share the subjedhgarersus subject control
ambiguity of modals likecan that a?7T'y(t) complement is not appropriate. As with the
application of its rules, Dynamic Syntax does not expli¢htereasons for choosing one
option over another, and again, it is assumed that both mgtoe explored in parallel,
with one eventually ‘winning’ when the next word is encourteé The advantage of this

35The assumption is still that both possible trees are coctstriwintil one is ruled out by following lexical
input, or substitution from context.

%Fo(HAVE) stands for ‘something that can be had, state or object’ athittallows appropriate noun
phrases or -en forms. This is left aside for future precigmiien.
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type underspecification is that it neatly accounts for thewise puzzling fact (discussed

in 2.2.3, and illustrated in examples 35 and 36) that posaeisaveacts like an auxiliary
syntactically, but not semantically. It also explains thereasing tendency fdvave got +

NP constructions to repladeve + NP, In frameworks like HPSG, which postulate multi-
ple lexical entries for words likhave the differences between the entries are emphasised
and the similarities downplayed, or treated as a histoguak, relating only to the words
single lexical ancestor. In this account, contrarily, wile simple choice of type value,
we can see how the entry is either exactly analogous to thez atlxiliaries, or analogous

to lexical verbs which take a noun phrase complement, butially, still allowing the
syntactic NICE properties (discussed in section 2.1).

(131) Lexical entry fohave

IF ?Ty(t)
THEN IF (1) Ty(e — t)
THEN Abort
ELSE put(Tns(PRES));
make((]1)); go((l1)); put(Ty(e — 1));
make((l1)); go({l1));
put(Ty(A — (e — t)), Fo(Have'), [|] L)
have go((T1));make((lo)); go((lo));
put(?Ty(A), Fo(HAVE), 73x.Fo(x));
go((T0)); go((T1)); make((lo));
IF (Lo Ty(e)
THEN  go((lo)); put(?Ty(e));
ELSE put(Cat(INV));
go((lo)); put(?Ty(e));
ELSE Abort

Further evidence for this type of treatment (though obviguysrecise details need fully
fleshing out) comes from the diachronic data discussed imose8.3.2.1. This suggests
that will was once similarly type underspecified, with the frequenicgree type value
eventually being so much higher than the other that the lessed option became ob-
solete. This preference is currently occurring witiveand for some native speakers, it
seems that th&'y(e) option is no longer available. This analysis also has inagilms for
all verbs which can take more than one type of complementssetton 6.6, below).

6.5.2 Be

We could interprebe as acting in a way completely analogouslyhave i.e. as pro-
jecting a type underspecified complement node (with theiplestypes being of a wider
variety than those fonave as seen in example 132, taken from Cann (2007)). However,
Cann et al. (2005) argue that although this could captureythiastic facts, it would not
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adequately capture the semantic facts as well.

(132) a. Mary is happy / in the gym / a student.
b. John is the teacher.
c. There’s ariot on Princes Street.
d. It's me.
. Itis Mary who is the dancer.
f. What | want is a good review.
g. Neuroses just ARE (they don’t need a cause).
h
[

D

. Kim was running to the shops.
. The fool was hit by a truck.

Because of the availability of examples with a bare copulan@xample 132g, above),
they propose thabe in fact does not have any complements at all. The apparent con
tradiction that seems to then occur (that there usually deem to be a complement) is
resolved by its projection of a metavariable, which, as &fmay be filled from context.
Like the example with expletivé that we saw in section 4.5.2, earlier, the fact that this
can be arbitrarily complex merely implies that if the folliog lexical material is parsed
using LATE *A DJUNCTION (which is one, but not the only, possibility, as the formula
value could also be updated from context using the pragaibtimotivated rule of &B-
STITUTION), then the lexical entry fdoe should not introduce the bottom restriction. The
lexical entry foris, shown below (133), is taken from Cann et al. (2005).

(133) Lexical entry foris.

IF 7Ty(t)
THEN IF (1) Ty(e — t)
THEN Abort
ELSE put(Tns(PRES));
s make((11)); go({[1))
put(Ty(e — t), Fo(BE), 3x.Fo(x))
go((11));make({lo)); go({l0));
put(?Ty(e))
ELSE Abort

In effect, what this means is thiag in English at least, is in some sense the ‘default’ verb
(stepping in, for example when we want to attribute a nouagdor adverb to a person,
as in example 132a). This shifts the burden of explanatiobhedfom an assumption
that it has a core meaning (usually thought of as existenddeotity) to “an account of
inference in context that derives the correct interpretetiof sentences.” (pp.343, Cann
et al. (2005)). This means thiag, unlike the other auxiliaries thus far discussed, does not
add semantic meaning itself, merely facilitating the iptetation and allowing the parse
to continue.
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This has interesting implications for languages which peamull copulg (i.e. do not
require the presence of a copula verb ldesin certain contexts), like African American
Vernacular English (AAVE). In AAVE, unlike standard Britigfnglish sentences such as
those shown in 134 (taken from Sag et al. (2003), pp.457) enfeqtly acceptable.

(134) a. Chris at home.
b. We angry with you.
c. You a genius!

In Dynamic Syntax there are two possible ways to tackle tftoblem. One way is simi-
lar to the HPSG approach, which postulates a phoneticatiyalised lexical entry, which
supplies the necessary features in HPSG, but would supply¢lcessary metavariable
in Dynamic Syntax. The alternative in Dynamic Syntax is teusse that in languages
like AAVE, the metavariable introduced by the copula in st@m British English was
introduced at the same time as the requirement fif@e — t), e.g. in the rule of Pre-
diction. Both options have problems. Phonetically unrealiexical items go against the
basic tenets of a lexicalised grammar (as discussed in Salg(@003), but the alterna-
tive would lead to overgeneration and the acceptability wfde range of ungrammatical
strings. The further investigation of these possibilitekeft to another day.

The account outlined in Cann et al. (2005), Chapter 8, and eeghia more depth in Cann
(2006, 2007) meshes neatly with that for auxiliaries giverehso it is not my intention
to discuss the copulaein further detail, or to comment on the pros and cons of limgjti
what the metavariableecan be replaced with in terms of K-states. See Cann et al. J2005
Cann (2006, 2007) for more details.

6.5.3 Do

While be can be loosely described as the default verbstates do, at least in its lexical
form, is often considered to be the default verbdations It is clearly the case that in
its non-auxiliary use, it in some sense stands in for anotbdy, (whose precise identity
may depend on context) as can be seen in example 135, below.

(135) a. I'll do dinner. = I'llcookdinner.
b. Can you do the dishes? = Can ywashthe dishes?

However, despite this, it is only in its auxiliary use thaistusually considered to be
semantically empty. In my view, if it is semantically empgkin to be discussed in
section 6.5.2, above) then it must require a metavariabbe tidled form context in both
its full and auxiliary use. This is a contentious questioecduse althougto is often

considered to be semantically empty in cases of so-caléedupport(as discussed in
section 2.2.4), it is not usually considered to be so in cadese the full lexical verb
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is used (in which case the basic meaning is assumed to belsamatong the lines of
‘generic action’). Contrarily, some commentators have tgalrout that, for example, in
positive declarative sentencef cannot be used unless it is in an emphatic wayddf
were truly semantically empty, they argue, it should be jdesgo have an unstressed
auxiliary do in a sentence. For the account outlined here, what this ldoien to is
whether we treatlo as in some sense the sameéhase i.e. with a semantic input, or as

in some sense the samelas i.e. as supplying a placeholder for some other semantic
information to be supplied from context. For the purposethf paper, | will assume
the former, though note that this is an area for further me$eand the only thing that
depends on this decision is the lexical entrydor

A major question arises, regardless of which of the abov®ogtwe pursue. Why, if
there is only one lexical entry falo, and unlike the case for bolieandhave can it only
invert or negate in its auxiliary use, as can be seen from thegaticality judgements
of the examples in 136, below.

(136) a. I don't do the dishes.
b. *I don’t the dishes.
c. Doesn’t John do the dinner?
d. *Doesn’t John the dinner?

As this must be reflected in the lexical entry, what it seenmsé@an in practise is that finite
forms ofdo must have a completely disjunctive lexical entry, as shawh37, below.

(137) Lexical entry fodoes

IF  2Ty()
THEN IF (1) Ty(e — ¢)
THEN Abort
ELSE put(Tns(PRES));make((]1));go({l1));
put(Ty(e — t));make((l1)); go (< 1);
put(Ty((e — t) — (e — 1)), Fo(Dd'), [I]L);
go((T1));make((lo));
pu1(:<(Tg>;<(e —)> t), Fo((<D>O)), ?73x.Fo(x));
To)(T1)); make((lo));
does F ()T
THEN  go({lo)); put(?Ty(e));
ELSE put(Cat(INV));
go((lo)); put(?Ty(e))
ELSE |IF "Ty(e — t)
put(Ty(e — t));make((l1)); go({l1));
put(Ty(e — (e — t)), Fo(DO), ?3x.Fo(x));
go((T1));make((lo)); put(?Ty(e));
ELSE Abort
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Although likehave do can take &y(e) or aTy(e — t) complement (but not @'y(t), as
the ambiguity inherent in modals does not ap@ehin can jumg= It is the case that John
jumpg), ifitis to take al'y(e) complement, this means it is standing in for a full verb, and
thus inherits the restrictions on inversion and negati@mée the’7'y(e — t) trigger for
the second half of the lexical entry). Contrarily, in its diaxly use, it in some sense stands
in for an auxiliary, and thus inherits the properties assteci with them. An advantage of
this approach is that it is easy to stipulate that the nonefiorms ofdoexnot2 only have
the second set of actions associated with them. This castrath bothhaveandbe, for
which there is no major difference in the lexical entriesh# finite and non-finite forms.

In practise, what the lexical entry in 137 means is that inrdesee that begins with, for

exampleJohn does . ...there are two possible parse trees up to this point. Whenekte n
word is encountered, it will only be able to progress one etkthpotential parse trees,
depending on its type.

6.5.4 Dare and Need

The way | see it, althougto is considered to be a completely idiosyncratic lexical item
by many commentators, there are many similarities betwleeisjunctive lexical entry
described above and one which would account for the distobulata ofdare or need

An example lexical entry fodaresis shown in 138, below.

(138) Lexical entry fodares

IF Ty(t)
THEN IF (11)Ty(e —t)
THEN Abort

l1>);

);
JL

ELSE put(Tns(PRES));make({]1));go(
put(Ty(e — t));make({l1)); g ( E

{
)
l

(
put(Ty(t — (e — 1)), Fo(Dare ) )
go((11)); make({lo));
put(Ty(t), Fo(DARE), ?73x.Fo(x));
((To)(

o((To)(T1)); make((lo));
dares IF (L) Ty(e)

THEN  go((lo)); put(?Ty(e)):
ELSE put(Cat(INV));

go((lo)); put(?Ty(e))

ELSE IF Ty(e — t)
ut( y(e — t));make((l1)); go({l1));
put(Ty(t — (e — t)), Fo(Dare'), [|]L);
go((T1)); make((lo));
put( y(t));
ELSE Abort
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While this lexical entry will license botlshe dares do iand She dares to do,itit is
possible that an increasing preference for the latter caaxpined by appealing to the
fact that, in strings where a subject is parsed first, thelwsudinuation of a parse would
involve progressing through the tree usingM@PLETION and ANTICIPATION, until the
pointer is at the’Ty(e — t) node. As this usual state of affairs allows us to continue
to parseShe dares . ..this is the ‘chosen’ parse in a majority of instances. Caoilyraf
inversion or the contracted negative fordaten’t) are used, then this parse is not available
and the auxiliary alternative is the only successful optidihis lexical entry, however,
also license®?Dares she jumpvhich sounds at least odd, and suggests that it may
increasingly be the case that the finite formsdafe only allow the second half of the
lexical entry, with only the base infinitive form allowingdlinverted case.

A similar analysis can be extended to, for examplaght but note that its lexical entry
should not itself introduce a metavariable. The reasonghisrare the same as those
discussed in section 6.6, below.

6.6 Infinitival-to

As discussed above, this characterisation of lexical iteeisg able to have type under-
specified complements has implications for all verbs wheh take more than one type
of complement, for examplayant which can have as its object eithetainfinitival
verb phrase, or a noun phrase. This, of course, has a knockgication for the char-
acterisations of infinitivato. In Sag et al. (2003), infinitivalle is characterised as an
auxiliary verb. This is motivated by appeals to the similas betweerto and the auxil-
iaries, including the facts that both are followed by basdmitives, and both can support
VP-ellipsis, as shown in example 139a and b, below.

However, infinitivalto also exhibits characteristics that are unlike auxiliargbge For a
start, if we are committed to treating it as an auxiliary veénen the other uses of to, which
are not verb-like, must be completely separate. It is cleane thato is, in an important
sensenot a verb, however much it behaves like one in one of its many. Usatso does
not display the other NICE properties of auxiliary verbs, amndike auxiliaries, there is
potentially no limit to the number of infinitivailes in a sentence (provided appropriate
host verbs can be thought up), as in example 139c.

(139) a. Iwantto go to the zoo, but John doesn’t want to.
b. Do you want to?
c. | want to need to decide to dare to wait to see my mum.

Additionally, in the superficially similar sentences in exale 140a and b, thie-infinitival
clause is playing a different role; in 140a, it is an adjumdtjlst in 140b, it is a required
complement. This is apparent when considering that a peaaptof 140a, is “l eat in
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order to make myself fat”, but 140b cannot be paraphrasedaftitvin order to make
myself fat”.

(140) a. | eat to make myself fat.
b. 1 want to make myself fat.

Taking these considerations, it seems that although migetttias an auxiliary verb would
be inappropriate, we can nevertheless capture the siti@abetween it and the auxil-
iaries by treating it as decorating an underspecified notte. difference then, between,
for examplewant and havewhen both have verbal complements is that wiemt is
parsed, it creates a node with a requirement for a type upeeified nod€7'y(A) (which

in this case can represent eitidry(t) or ?T'y(e)), but does not decorate it with a for-
mula value or a requirement for a fixed formula value. In castfhavecreates a node
which is a requirement for a type underspecified node, but @dsorates it with a for-
mula metavariable, and a requirement that a fixed formulaevaé found before a parse
is successfull3x. Fo(x)). As the A-LINK ADJUNCTIONrule in 101 can only apply on
a node which has a requirement for a formula value (whichismdase would not be met
until to is parsed, but usually would be supplied by the auxiliaryavatiable) this means
thatto merely supplies the necessary criterion, without which INK A DJUNCTION
could not apply (and effectively licensing ellipsis as aesaffect).

(141) Lexical entry fowants

IF "Ty(e — 1)
THEN mak?ﬁ (A> E(lﬁ) 1)), Fo(Want'), [1]L)
put(Ty(A — (e — o(Want ’
wants go((11));make((1o)); go({lo));
put(7Ty(A))
ELSE Abort

(142) Lexical entry fotto.

IF Ty(A) whereA € {t,(e — t)}
t0;,r | THEN put(Fo(AUX), 73x.Fo(x),[]]L1)
ELSE Abort

Although this needs refining to allow different type valuesl éherefore account for ad-
ditional uses ofo (for example in prepositional phrases), and prevent ovenggion, we
can see how it could be a useful starting point. Conceptusdliy,has consequences for
the output trees and final formula value of a sentence withvarlyal complements in it,
which will then be of an analogous form to that of the auxyliéwith repeated subject).

While this is fine, and even desirable for some verbs which vakieal complements, eg
wants(the group of verbs calledubject control verbsis discussed in section 6.2.2) it
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is not accurate for others, likeeemgthe subject raising vers In some sense, what is
required for these verbs is that when the subject is passed the tree, via the A-LINK
ADJUNCTION rule, the original subject value is more like expletive-These so-called
subject-raising verhsthen, carry a presumption that their syntactic subjecksetive.
We do not, in fact, have to add additional machinery to a@hibis, as long as we assume,
as per the expletivé example in section 4.5.2, that subject raising verbs araysdvof
Ty(t — t). What this means is that the only way that a sentence sudblas seems
to like Juliacan proceed is by the use of PAUNCTION, so thatJohnwill occupy an
unfixed node. The parse will then proceed in exactly the sasleidn adt seems that
John likes Juliawith the only question still requiring resolution beingwhthe pointer
would move to the!T'y(t — t) required beforeseemscan be parsed. In my opinion,
one way that this could be addressed is by assuming thatcsubjsing verbs, like the
auxiliaries, would have &I'y(t) trigge’ but with an additional constraint to ensure that a
syntactic subject has already been parsed, and prevensioneA possible lexical entry
is shown in 143, below, with further research required tonsmnghe question of how this
analysis can be extended to examples lileems normadr John seems ni¢@otentially
using the notions of type specification outlined in the cotrpaper. Questions as to how
this might be relatable to the ambiguity of auxiliaries (asmmioned in section 6.3.2.1), is
also left for further research.

(143) Lexical entry foseems

IF Ty (t) A (L) Ty(e)
THEN  make({]1));go((l1)); put(?Ty(t — 1))
END IF
IF Tyt — t)
SCCMS THEN  put(Ty(t — 1), Fo(Seem’), [|]L);
go((11)); make((lo)); go({lo));
put( Ty(t));
ELSE Abort

Going back to the characterisation tof we can now see that a further question which
puzzled Kim (2000) is answered immediately, namely Wwwant not tois a valid instance

%7t is possible that it would be more parsimonious &firverbs in English to have &y(t) trigger, with
the difference that then was introduced being an addedatéstron full verbs which did not extend to the
group of auxiliary verbs. This would mean thatflRODUCTION and FREDICTION may not be necessary,
however, although the advantage of this approach woulddiéttvould mean greater unification of lexical
entries for verbs (including cross-linguistically), andloes seem to be a more efficient way of accounting
for the data, it also introduces additional problems, faraple in cases of left-hanging topic dislocation
(e.g. Mary, John loves). While these problems may be resl@yabch a wholesale change in the basics
of Dynamic Syntax is left for another time. Nothing in the gat paper relies on the distinction, and it is
also important to remember that just because somethingaegppeore efficient from a static point in time
does not mean that it was the most efficient diachronicatlis the nature of calcified routines that when
they interact they may not proceal data in the most parsimonious fashion, though it cannot néede
that the very existence of a routinised set of actions sugdpat it was the most efficient mechanism for
someprocess or other.
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of ellipsis, whilstl want to not is not. Because of the bottom restriction in the lexicalentr
for to, the only possible position of theot when it occurs after théo, is on the top of
the LINKed tree created by the A-LINKDJUNCTION rule. This means that the copy of
the subject will be unfixed, and therefore there are outstgméquirements, meaning the
parse tree is not complete.

7 Conclusions

As we saw above, using only the Dynamic Syntax notions of LéNIstructures and un-
derspecification, it is possible to come up with a coherent\aall-motivated account
for various linguistic phenomena surrounding the usageuafliary verbs in English,
which continue to cause disputes amongst linguists. Thigsiagakes into account cross-
linguistic and diachronic evidence, and seems to provideaal it with the data. How-
ever, although this account solves many of the problemscaged with the renowned
idiosyncratic English auxiliary system, it also leaves gngnestions unanswered. The
analysis shows that when focussing on a relatively smadl afdinguistic interest, such
as auxiliary verbs, it is possible to come up with what seemisetan inclusive account,
but that when the scope is widened to include other linguistienomena, it can have
unpredictable and undesirable consequences, most natathlig case, in regards to the
interactions of Wh-questions and relative clauses (seétibh

Additionally, although the type underspecifiéd(A) introduced in this paper seemed
at first to offer a useful way to account for and describe théiguities of some of the
modal auxiliaries, it comes unstuck when we consider cassmuwltiple negation, and
also cases with expletive subjects (eit), suggesting that this may not in fact be the
correct way to analyse auxiliary verbs in modern Englishe Gestion was raised as
to whether it would be better to treat these ambiguous madksdliaries as themselves
type underspecified (corresponding roughly to the diffeesnproposed in the handling
of subject raising and subject control verbs), rather thapepting a type underspecified
node. Nevertheless, | believe that some form of type unéerBpation is necessary,
and that the idea is more generally applicable (as was sdanveiibs which take verbal
complements). | feel that this addition to the ways in whichogles decorations may
be underspecified is a strength of this analysis, and itednttion to a basic Dynamic
Syntax framework seems pertinent. The details for type tapaeification in Dynamic
Syntax, however, still require precise formalisation.

These are not the only areas which require significant anfditiresearch before the tricky
problems of auxiliaries can be adequately accounted forynaic Syntax. As al-
ready mentioned, tense is an area which also needs forntpiisiDynamic Syntax (the
Tns(PAST) decorations are not to be thought of as a serious accounnsé)eand
although a general problem, this has specific relevancén&issues presented by auxil-
iaries. The semantic content of auxiliaries (which expresttons of, for example, time,
necessity, obligation and permission) has not even bearméolion in this paper, and is
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an important area for future investigation. Not only dodsaie a bearing on English, but
it also has cross-linguistic implications. In Spanish, égample, the auxiliary verbs do
not share the syntactic properties of the English ones (tENbroperties), but they do
share semantic characteristics, which they are often dkefipe

Dynamic Syntax’s underdeveloped notion of tense hightighinore general issue. Un-
like the Principles and Parameters program, which has eddhom the Chomskyan lin-
guistics of the 50s, or HPSG, which has its roots in GPSG, herkfore has a 30 year
tradition, Dynamic Syntax is relatively young. What this mgan practise is that many
topics which have been extensively researched and analysksl the alternative research
programs, are as yet underexplored in Dynamic Syntax. Teasthat, although it can
account for certain linguistic phenomena, there are maagsam which it cannot of-
fer an explanation, and one can see why other formalismstrthghefore be attractive.
Additionally, the Dynamic Syntax emphasis on the abilityroles to generalise, whilst
allowing us to capture previously unappreciated croggdiistic generalisations, mean
that in language specific circumstances it is sometimesssacg to stipulate convoluted
constraints in order to prevent ungrammatical strings.

Furthermore, the complexities of the precise restrictmmthe ordering of multiple auxil-

iaries has not been explored in this paper, which any completount of auxiliaries must
address. Whether placing specific constraints in the lexictiles of certain verb forms
(-ing, -enand infinitive forms) would be sufficient to capture the datguires careful con-

sideration. And all of this is not to mention the complestiatroduced by negation and
negative words, an area on which whole books have been watien other frameworks

and is understandably, therefore, only sketched in thiepap

Of course, this is by no means an exhaustive list of areasad néadditional research.
Whether my briefly outlined hypotheses regarding the diaghrchanges to the group of
auxiliary verbs actually bears scrutiny is another matt®mwever, | have included these
speculations because it is my opinion that they help shdd bg how what look like
clumsy disjunctions from a synchronic perspective coulelaxisen as previously more
generally available rules became lexicalised. The auyiNarbs can be seen, under this
view, as a small sub-category of words which evolved to perfa specialised form of
update, and that they therefore require a lot of disjuncépecifications should not be
surprising, given the constantly shifting system of a ratlanguage. That such language
change leads to additional complexity (at the lexical [epefhaps goes against the ortho-
dox view that grammaticalisation necessarily leads to kfio@tion, though see Kuteva
(2001) for a comprehensive repudiation of this view.

All of this may suggest that this is not, in fact the only wayaofilysing these phenomena
using the framework of Dynamic Syntax, though | hold out htiyz¢ some of the insights
can be salvaged. One other possibility, for example, as ryg@¢muexplored in Dynamic
Syntax is the notion of having multiple decorations at algimgpde, with this only being
allowed if they do not contradict each other and the lateodson adds additional infor-
mation to the existing formula value (in a sense, narrowimgrdthe interpretation search
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space and thus removing the need fontbebal clausgostulated by Garcia-Miller). This
would have implications for auxiliary verbs, but also fotiopal arguments of verbs, and
adjuncts, as well as for the organisation of the lexicon, ahdourse, is yet another area
which requires further research.

Ultimately, | firmly believe that the best way to test compgthypotheses, such as those
outlined above, would be in a computational implementati@his would also enable
efficient comparisons of diachronic and cross-linguistitagland although it could not in
itself offer us a hard and fast ‘solution’, it could at leaba us to dismiss possibilities
which turn out to be too unwieldy. This would be the directitiat | would be most
interested in pursuing.

Overall, | feel that this Dynamic Syntax analysis of auxiiaerbs, if not completely
correct, at least offers some interesting insights intoeséairly eclectic phenomena, and
most certainly provides intriguing avenues for furtheresh.

References

Akmajian, A., 1984. “Sentence types and the form-functioh fNatural Language &
Linguistic Theory2(1):1-23.

Bar-Hillel, Y., 1971. “Out of the pragmatic wastebaskdtihguistic Inquiry, 2:401-407.

Belletti, A., 1999. “Inversion as focalisation and relatagegtions.” Catalan Working
Papers in Linguistics7:9-45.

Blackburn, P. & Meyer-Viol, W., 1994. “Linguistics, logic drfinite trees.” Bulletin of
Interest Group of Pure and Applied Logj&2-39.

Bolinger, D., 1980. “Wanna and the gradience of auxiliatietn: G. Brettschnei-
der & C. Lehmann (eds.)ege zur Universalienforschung: Sprachwissenschaftliche
Beitrage zum 60. Geburtstag von Hansjakob Seibgr. 292—-299. Tibingen: Gunter
Narr.

Bouzouita, M. & Kempson, R., 2006. “Clitic placement in old anddarn spanish: a
dynamic account.” In: O. Nedergaard Thomsen (edompeting Models of Linguistic
Change John Benjamin.

Cann, R., 2006. “Semantic Underspecification and the intexpoa of copular clauses in
English.” In: K. von Heusinger & K. Turner (edsWhere Semantics Meets Pragmatics
Oxford: Elsevier.

, 2007. “Towards a dynamic account of be in English.” In:Cobmorowski &
K. von Heusinger (eds.Existence: Syntax and Semantiksuwer.

Cann, R., Kempson, R. & Marten, L., 2005he Dynamics of Languag®xford: Else-
vier.

94



Carpenter, B., 1997Type-Logical Semantic€ambridge, MA: MIT Press.
Chomsky, N., 1957Syntactic StructuresThe Hague: Mouton.

, 1965. Aspects of the Theory of Synt&ambridge, MA: MIT.
Coates, J., 1983The Semantics of the Modal AuxiliarieBeckenham: Croom Helm.
Denison, D., 1993English Historical SyntaxLondon: Longman.

Ellegard, A., 1953. The Auxiliary Do: The Establishment and Regulation of It iis
English Stockholm: Almqvist & Wiksell.

Engblom, V., 19380n the Origin and Early Development of the Auxiliary .D&leerup.

Falk, Yehuda N., 2003. “The English auxiliary system reeidi’ In: Proceedings of the
LFGO03 Conference

Firth, J.R., 1968. “Linguistic analysis as a study of meariin§elected Papers of J.R.
Firth, pp. 12—-26.

Fodor, J.A., 1998.Concepts: Where Cognitive Science Went Wro@xford: Oxford
University Press.

Garcia-Miller, L., 2005. “The Treatment of the English Alixry System in Dynamic
Syntax.” Ms., Kings College London.

Getty, M., 2000. “Differences in the metrical behavior ofd@nglish finite verbs: evi-
dence for grammaticalizationEnglish Language and Linguistic4(1):37—67.

Grice, H.P., 1975. “Logic and Conversatiogyntax and Semantic¥(S 41):58.

Han, Chung-hye & Kroch, A., 2000. “The rise of do-support irgiish: implications for
clause structure.” InProceedings of NELS 30

Harley, H., 2002. “Why one head is better than two: Head-mermmand compounding
as consequences of merge in bare phrase structurePréceedings of the University
of Arizona Linguistics Colloquium

Hawkins, J. A., 2004Efficiency and Complexity in Grammar®xford: OUP.

Huddleston, R.D., 1976An Introduction to English Transformational Syntakdarlow:
Longman.

Hudson, R., 1997. “The rise of auxiliary DO: Verb-non-ragimor category-
strengthening. Transactions of the Philological Socie85(1):41-72.

Kamide, Y. & Mitchell, D., 1999. “Incremental pre-head attianent in Japanese parsing.”
Language and Cognitive Process&4.631—-662.

Kempson, R., Meyer-Viol, W. & Gabbay, D., 200Dynamic SyntaxOxford: Blackwell.

95



Kiaer, J., 2005. “Incremental parsing in Korean: At the syxaphonology interface.” Ms.,
Kings College London.

Kim, Jong-Bok, 2000.The Grammar of Negation: A Constraint Based ApproaStan-
ford: CSLI Publications.

Kim, Jong-Bok & Sag, Ivan A., 2002. “French and English negatwithout head-
movement.”Natural Language and Linguistic Theory

Kroch, A., 1994. “Morphosyntactic variation.30th Regional Meeting of the Chicago
Linguistics Societypp. 180-201.

Kuteva, T., 2001Auxiliation: An Enquiry into the Nature of Grammaticalizati Oxford:
OUP.

Langacker, Ronald W., 1978. “The form and meaning of the Bhghuxiliary.” Lan-
guage 54(4):853—-882.

Leech, G., 1987Meaning and the English Verlidarlow: Longman, 2 edn.

Lewis, M., 1986.The English Verb: An Exploration of Structure and Meanihgndon:
Commercial Colour Press.

Marten, L., 2002. At the Syntax-Pragmatics Interface: Verbal Underspediticaand
Concept Formation in Dynamic Synta®xford: Oxford University Press.

Mazzon, G., 2004A History of English NegatianHarlow: Longman.

Meza, |. & Pineda, L., 2002a. “The Spanish auxiliary verttsysin HPSG.” In: Alexan-
der Gelbuck (ed.Xcomputational Linguistics and Intelligent Text ProcessiRgird In-
ternational Conference CICLing 2002, Lecture Notes in Computamn8e vol. 2276,
pp. 200-209. Springer-Verlag.

, 2002b. “Un modelo para la integréci de verbos auxiliares y pronombres
cliticos del esp@ol en HSPG.” In: Julio Gonzalo, Alselmo Pe nas & Antonio Berdez
(eds.),Memorias de Iberamia 2002: Workshop on Multimodal InforioaiAccess and
Natural Language Processingevilla, Espaa.

Palmer, F. R., 1965A Linguistic Study of the English Verblarlow: Longman.

, 1988.The English VerbHarlow: Longman, 2 edn.

Papafragou, A., 1998. “Inference and word meaning: The o&seodal auxiliaries.”
Lingua 1051):1-47.

Pickering, M. & Garrod, S., 2004. “Toward a mechanistic psjogy of dialogue.’Be-
havioral and Brain Science27:169-226.

Pritchett, B., 1991. “Head positions and parsing ambiduilpurnal of Psycholinguistic
Research20:251-270.

96



Richards, J., 1990.anguage Development and Individual Differences: A Stddyuail-
lary Verb Learning Cambridge: Cambridge University Press.

Rosch, E., 1978. “Principles of categorization.” In: A. Cadli& E. E. Smith (eds.),
Readings in Cognitive Science, a Perspective for PsychalngyArtificial Intelligence
(1988) San Mateo: Smith, Morgan Kaufmann.

Ross, J.R., 1969. “Auxiliaries as main verbStudies in Philosophical Linguistic$.77—
102.

, 1986. Infinite Syntax Norwood, NJ: ABLEX.

Sag, Ivan A., Wasow, Thomas & Bender, Emily M., 2008yntactic Theory: A Formal
Introduction Stanford: CSLI Publications.

Schitze, Carson T., 2003. “When is a verb not a verb?” Rmoceedings of the 19th
Scandinavian Conference of Linguistics

Sperber, D. & Wilson, D., 1995Relevance: Communication and Cognitio@xford:
Blackwell.

, 2002. “Pragmatics, Modularity and Mind-readingVlind and Languagel7(1
& 2):3-23.

Steedman, M., 2000The Syntactic Proces€ambridge, MA: MIT Press.

Steedman, M. & Baldridge, J., 2003. “Combinatory categoniahgmar.” Unpublished
tutorial (Chapter 5).

Traugott, E. C., 1972The History of English Syntaxtondon: Holt, Rinehart and Win-
ston.

Warner, A. R., 1993English Auxiliaries: Structure and HistoryCambridge: Cambridge
University Press.

Wilson, D. & Sperber, D., 2002. “Truthfulness and Relevahééind, 111(443):583.

Zwicky, A. M. & Pullum, G. K., 1983. “Cliticization vs inflectin: English n't.” Lan-
guage 59(3):502-513.

97



