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Abstract. In this paper we argue, contra a trend to classify fragments in termbeif/pas specific to
dialogue, that despite their diversity of usage in conversation, suchedlgr®e analysable in terms of
general structure building mechanisms for interpretation growth that imetivation elsewhere in the
grammar. The framework adopteddynamic SyntaxDS, Kempson et al. (2001); Cann et al. (2005)).
The fragment types addressed inclue®rmulationsclarification requestsextensionscorrectionsand
acknowledgementshich receive analyses that do not extend the basic apparatus of det. Me argue
that incremental use of fragments serves a specific role in dialogomelya means of incrementally
narrowing down the otherwise mushrooming structural/interpretationahattees, a problem known
to constitute a major challenge to any parsing system. We conclude thahegravith inbuilt parsing
dynamics can explain dialogue phenomena without constituting a gramfntaneersation. On the
other hand, these results contribute to the general programme purgu28 of providing a unitary
basis for characterising all elliptical phenomena as indeed contextidepeinterpretation fixing; in
our view, this becomes possible if a grammar formalism is adopted in whightdx” is defined as the
progressive building up of representations of content reflectingtiraalprocessing.

1 Introduction

In confronting the challenge of providing formal models of dialogue, withlghwra of fragments
and rich variation in modes of context-dependent construal, it might searirthuists face two
types of methodological choice. Either (a) conversational dialogue detnates dialogue-specific
mechanisms, for which a grammar specific to such activity must be constroctég) variation
arises due to the employment of independent parsing/production systaoisam nevertheless
based on some mode-neutral grammar formalism. However, as dialoguecheseatinues to
develop, there are intermediate possibilities, and in this paper we discugsptioaeh developed
within Dynamic SyntaxDS, Kempson et al. 2001, Cann et al. 2005), a grammar framework within
which, not only the parser, but indeed “syntax” itself is seen as thea@seiye construction of se-
mantic representations set in context. Here we extend the analysestgdeseempson et al.
(2007) to a range of further fragment types, in particuédormulations fragment requestand
correctionsaccompanied bgxtensionsFrom a DS perspective, such apparently dialogue-specific
constructions can be seen to result from perfectly general strupharegsses, despite being char-
acteristic of cross-party conversational data.

Further, we claim that the grammar itself constitutes the basis for parsing&satieat facil-
itate efficient online processing, structural and semantic. In this reshecdDS dialogue model
provides the means of achieving thisRING the course of the sub-sentential construction process,
demonstrating that timely application of such generally available “syntactic” amsims directly
contributes to the human processor’s high degree of success in linguistidtion. We conclude
that, contrary to conventional assumptions of the grammar-parser reldienely exclusively the
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parser handles disambiguation, grammars, as employed in dialogue, che aksn as restricting
ambiguity provided their formal specification can model this incremental facilitdtinction.

2 Background

The data we focus on are non-repetitive fragment forms of acknoetedgts, clarifications and
corrections (henceforth, A female, B male):

(1) A:Bob left.
B: (Yeah,) the accounts guy.

(2) A. They X-rayed me, and took a urine sample, took a blood sample.

: Er, the doctor

: Chorlton?

: Chorlton, mhm, he examined me, erm, he, he said now they were on about
a slight [shadow] on my heart. [BNC: KPY 1005-1008]

> w >

(3) A:Areyou leftor
B: Right-handed.

(4) A:Bob left.
B: Rob?
A: (No,) (Bob,) the accounts guy.

Even though the NP fragments in (2) - (4) might be characterised as distinstructions,
they illustrate how speakers and hearers may contribute to the joint ergegbrestablishing
some shared communicative content, in what might be loosely cstitdutterancesEven (1),
an acknowledgementan be seen as such, being similar in form to an afterthoexfieinsion
which, instead of being uttered by the same speaker, is combined with andnterls sentential
utterance. As (2) shows, joint construction of content can proceednrentally: B provides a
reformulationas aclarification requestresolved by A within the construction of a single proposi-
tion. The attested example in (3) represents an intermediate case, in whiebpbadent realising
what the question is answexs the completionof the question, with the fragment serving both as
guestionandanswer In (4), the fragmentthe accounts guyis acorrectionof B’s understanding
of A's utterance, illustrating how A and B are having to negotiate in order ¢orgecoordina-
tion. Nevertheless such corrections can be aldensionsn the above sense, providing a single
conjoined propositional contemuRING which coordination is achieved. At the same time, the
fragment also constitutes amswerto B’s question.

It might seem that such illustration of diversity of fragment uses is amplepuof the need
for conversation-specific rules as part of a grammar. Indeed, this igatetaken by Ginzburg
and Sag (2000), Purver (2004), Ginzburg and Cooper (2004paRdez (2006) a.o. Feaindez
(ibid) presents a thorough taxonomy, as well as detailed formal and cotopaiamodelling of
Non-Sentential Utterancg®dSUs), referring to contributions such as (1)rapeated acknowl-
edgementvolving reformulation Since such fragments require contextual information singling
out a particular constituent of the previous utterance, &®taz models such constructions via
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type-specific “accommodation rules” which make a constituent of the argetatterance “top-
ical”. The semantic effect of the acknowledgement is then derived blyiagpan appropriately
defined utterance type for such fragments to the newly constructed toftdistinct form of
contextual accommaodation is employed to model so-cdlddful rejectionfragments, as in (4)
(without the reformulation), wherebywh-question is accommodated in the context by abstract-
ing over the content of one of the sub-constituents of the previous utkerdhe content of the
rejection is derived by applying thish-question in the context to the content of the fragment (see
also Schlangen (2003) for another classification and analysis).

The alternative explored here is whether phenomena such as (bp{R)of which are non-
repetitive appositional next-speaker contributions, can be handleg thsisame mechanisms for
structure-building made available in the core grammar without recourse tersation-specific
extensions of that grammar and contextual accommodation rules. The ohngerpretations
these fragments receive in actual dialogue seem to form continua withlhdefieed boundaries
and mixing of functions (see (3)-(4) and comments in Schlangen (20D3)s we propose that
the grammar itself simply provides mechanisms for processing and integrathdgragments
in the current structure whereas the precise contribution of such fragrnethe communicative
interaction is either calculated by pragmatic inferencing (as in e.g. Schlagg@es)j or, as seems
most often to be the case, left underspecified. The framework for #igsasis Dynamic Syntax,
in which the dynamics of how information accrues in language processing isotte syntactic
concept.

One bonus of the stance taken here is its elucidation of the grammar-pamgénation to dis-
ambiguation and antecedent resolution. Part of the challenge of modelllngukds the apparent
multiplicity of interpretive and structural options opened up during pracgdsy the recurrent, of-
ten overlapping fragments as seen in (2) above. Due to context-deymendeccessful integration
of such fragments could be taken to significantly increase the complexity oftdrpretive task.
If grammar is separated from parsing, either accommodation and congtrgptaific interpreta-
tion rules or a module separate from grammar dedicated to the resolutiontekcdapendency
seem to be inevitable. However, the alternative is to see such phenomexameon by in-
terlocutors of the incrementality afforded by the grammar to manage the potexyialsion of
options. The employment of fragments with different functions enable thdantgors to imme-
diately address problems arising during the (sub-sentential) proce$simyevious utterance, at
any relevant point, thereby enabling them to jointly constrain interpretatioicesin an ongoing
way. Processed in a specific context and relying on this particular ddotetkeir interpretation,
such fragments do not therefore increase the complexity of the integptatk but rather facil-
itate it. Modelling the flexibility of fragment interpretation requires fine-grainedtrol of how
the current utterance can be combined with previous contextual (potemizatigl) information,
provided potentially by another interlocutor. Such control is not availabiiemeworks in which
context dependency of linguistic processing is outside the remit of the graorméaere parsing
and generation are independently defined. In such frameworks distaattanisms have to be set
up accordingly to take care of the fragmented nature of dialogue. Howbedight coordination
of parsing and generation definediyynamic Syntax(Purver et al. (2006)) provides a straight-
forward basis for how the context-dependence of both tasks allovisipants to economise on
processing and achieve coordination effectively.
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3 Dynamic Syntax: A Sketch

Dynamic SyntaXDS9) is a parsing-based approach to linguistic modelling, involving strictly se-
quential interpretation of linguistic strings. The model is implemented via goattdateyrowth of
tree structures and the annotations on their nodesqration. Tree development is formalised
usingLOFT (Blackburn and Meyer-Viol (1994)), with modal operatdts$, (|) defining concepts

of motheranddaughter their iterated counterparts}..), (|.), defining the notionde dominated

by and dominate Underspecificatiorand update are core aspects of the grammar and involve
strictly monotonic information growth for any dimension of tree structures aoomtions. Un-
derspecification is employed at all levels of tree relations (mother, daugtateras well as for-
mulae and type values, each withejuirementdriving the goal-directed process of update. For
example, a node of a tree may have a requirement expressed in DS withctratm? 7'y (e),

for which the only legitimate updates are logical expressions of individu& (¥p(e)); but re-
quirements may also take a modal form, €4.)7y(e — t), a restriction that the mother node
be decorated with a formula of predicate type. Requirements are essetii@aD& dynamics: all
requirements must be satisfied if the construction process is to lead to asfutoaitcome.

Structure is built from lexical and gene@mputational actionsComputational actions gov-
ern general tree construction processes (introducing/updating s&uanhd compiling interpreta-
tion (introducing/updating decorations for a mother node once the dasgrggquirements have
been satisfied). This may include the construction of only weakly specigedréiations, with
nodes (nfixed nodescharacterised simply as dominated by some node from which they are con-
structed, with subsequent update required to fix the exact position obtlein the tree (unlike
van Leusen and Muskens (2003), partial trees are here part of tthel)mimdividual lexical items
also provide actions for building structutexical actions expressed in exactly the same terms as
the more general processes, inducing nodes and decorationspattias treesgrow incremen-
tally driven by procedures associated with words as encountered, wiimeer, <>, recording the
parse progress and hence handling word order restrictions (DSdivesst reflect word order as
they are strictly representations of content).

Complete individual trees are taken to correspond to predicate-argwstrantures. More
complex structures can be obtained via a general tree adjunction opetatined to license the
construction of a tree sharing some term with another newly constructedqieéting so-called
LINKED TREES (Kempson et al. 2001). The resulting combined information from the adjoined
trees is modelled as a conjunction of terms at the M which the link is made. Importantly,
adjunction, as other forms of construction and update, can be employedit hoov subsequent
speakers may dynamically provide fragmentary extensions in responsefcethious utterance.

Content underspecification, an obvious property of anaphoric ssijores but also affecting
many other types of lexical items is modelled uniformly in DS as the provision of initiedigik
specifications that need to be enriched by means of update in a contextoiiteat underspeci-
fication of pronouns is represented as the initial provision of a placédrapidetavariable, noted
as e.g.U, plus an associated requirement for update by an appropriate term Valug'o(x).
Similarly, namesare represented as initially introducing place-holders associated wittsa&ion
providing the name of the individual entity picked out. For example, the nBithecontributes
the decoratiod g/ (1), Ty(e). The subscript specification is shorthand for a transition across a
LINK relation to a tree whose top node is decorated with a forniBdd’(U), the name being
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taken as a predicate or name specification of individuals thus restrictirsipopoapdates to the
metavariabl®. Names can thus be seen as a procedure for identifying the individingl tadgked
about, with a logical constant (e.gn21, m23 etc. picking out uniquely this individual) eventu-
ally replacing the metavariable on the emergent tree. According to the D&racedl content
underspecification is resolved by substitution, the update of metavarialbiies, can only be ac-
complished if the context contains an appropriate term as substit@amdextin DS involves
storage oparse stated.e., the storing of partial tree, word sequence to date, plus the actiahs use
in building up the partial tree.

A major aspect of the DS dialogue model is that bg¢herationandparsingare goal-directed
and incremental, with parsing as the underlying mechanism and generatsitipan it. A hearer
builds a succession of partial parse trees in order to achieve an inégigmeof the speaker’s
message. A speaker is modelled in DS as doing exactly the same excel¢s)has available
a goal treerepresenting what they wish to say. Each possible step in generatioticeanae of
a word, is governed by whatever step is licensed bypusing formalism, constrained via the
requiredsubsumptiomrelation of the goal tree by the thus-far constructed “parse” (partia) tre
Speakers produce a natural language string by associating this grgpaisg” tree incrementally
with appropriate lexical items.

Now, dialogue requires taking into account both the speaker’s goalargmught to be ex-
pressed) and the speaker’s parse tree (what licenses the uttefaheenext word by checking
the subsumption of the goal tree). In addition the hearer’s parse tre (s)he has processed)
must be taken into account because in cases of miscommunication it will elifrerg the one the
speaker is constructing. These, potentially partial, parse trees aré istoihe context at all stages
and are updated as utterance parts are incrementally processedagroeffit construal, we are
interested in the extent to which B has successfully parsed what A has.eaithe matching of
their partial parse trees. Even with only partial parse trees, the modebkadtany stage switching
of speaker/hearer roles in order to interrupt to clarify, reformulatepaiect, by either repeating
some expression heard or producing an alternative. It is assumeddipaire tree of B as a hearer
might diverge from A's only at a node where need of clarification or mismoinication occurs.
In such cases, a sub-routine developing it can then be initiated by B nowrieg the generator.
Notice that because of the incremental nature of DS, B can reuse thdyat@astructed (partial)
parse tree in their context, thereby starting at this point, rather than havieipudd an entire
propositional tree or subtree (e.qg. of tyyeThis is licensed only if B’s (partial) goal tree matches
or extends a parse tree in his context which was updated with the releNgpars of what B took
to be As utterance. Indeed, this update is what B is seeking to clarifyecioor acknowledge.
A, now as a hearer, has also the potential of extending her own pargairntrieer context for
processing B’s utterance, she doesn't need to initiate a new tree uni@iss@nmunication has
occurred.

With the assumed parity of representations between speaker and peaviling immediate
feedback to the previous speaker has the effect to narrow the focasspecific point of query
leaving the rest of the context unchanged for both interlocutors angbtbuiling the basis for the
incorporation of the fragment. Even in the case of fragmental correatiodsagreeements, i.e.
when context mismatch occurs, the interlocutors are modelled as exploitirntg ¢fpthe stored

3 Thesdinked structures are suppressed in all diagrams.
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contextual components to achieve interpretation of the fragment. Thetadesof this emerges in
the unified characterisation of any typeeadfipsis construal as strictly context-dependence. Since
context in DS involves the storing of current partial tree, word sequémdate, plus the actions
used to date to build the partial tree, ellipsis construal can target any @& ghoed elements.
In particular, for split/joint utterances and any type of feedback thisleaawitch from hearer
to speaker at any arbitrary point in the dialogue, without such fragmattedances having to
be interpreted as propositional in type (as is standard elsewhere, evgr F2004))* This then
captures the general dynamics involved in taking what the other speaggust uttered, with
the potential at any point to update it to accord with one’s own emergingrsiaaeling of the
interaction. In this way, speakers are able to guide each other’s irntipres, and thugintly
narrow down as early as possible the burgeoning interpretive space.

4 NSU fragments in Dynamic Syntax

4.1 Non-repetitive Acknowledgement

From a DS perspective, phenomena liklormulationsas in (1), orextensionso what one under-
stands of the other speaker’s utterance, (2), can be handled wittyek@csame mechanisms as
the sentence-internal phenomenon independently identifiaBlppemsitionand illustrated below:

(5) Afriend of my mother’s, someone very famous, is coming to stay.
(6) Bob, the friend of Ruth’s, is coming to stay.

According to Cann et al. (2005), appositions are analysed as invohérguilding of paired terms
across atree transition, buildifigkedstructures defined to share a term. Reflecting this constraint,
the update rule for such structures then takes the pair ofdypeans so formed and yields a term
whose compound restrictor is made up of the predicative content from eac

We now have the basis for analysing extensions and non-repetitivewalg@dgements which
build on what has been previously said by way of confirming the previtasamce. Recall exam-
ples (1) and (2). There are two ways in which such fragments whichmefate an interlocutor
A's utterance are produced: either (a) as interruptions of As utterangvhich case immediate
confirmation of identification of the individual concerned is provided,(&eor (b) as confirma-
tions/extensions of A's utterance after the whole of her utterance hadrtegrated, see (1). Both
are modelled by DS as incremental additions.

Turning to (1), B’s responsgYeah,) the accounts gigonstitutes both a reformulation of A's
utterance, as well as an extension of A's referring expression, éctgffroviding the appositive
expression ‘Bob, the accounts guy’. This means that B has procéssedginal utterance, ac-
cording to some identification of the individual associated with the nAotethat is to say, they
have constructed a full content representation for this utterancee®®ismulation has the effect of
acknowledgement because it signals to A that he has processedtaanddrer asserted content,
and, moreover, has no objection to the contantessmistaken in that identification.

In DS terms, B’s context consists of the following tree after processiagi#érance:

4 Given the DS concept of linked trees projecting propositional contenfaintieipate that this mechanism will be
extendable to fragment construal involving inference (see e.g. B1a(2003), Schlangen and Lascarides (2003))

® Words likeyeahandno are analysed as discourse markers which do not contribute truth coditiontent, hence
are not represented on the trees
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(7) B’s Context for ‘Yeah’

Ty(t), Leave' (m21 pops (m21)), &

T~

(m21poy (ma1y)  Leave'

It is now open to B to re-use this representation, stored in his context, psititeof departure for
generating the expressidine accounts guyin this case his own goal tree will now be decorated
with a composite term made up both from the term recovered from parsingtaince and the
new addition. Simplistically, all this requires is attachinigntedtree to the correct node, and then
processing the content of the apposition in order to produce the waydsed. The defined steps
include shifting the pointer to the appropriate node, projectionlivfk@dtree from that node and
processing the wordfie accounts gugthelinkedtree is condensed below):

(8) B’s “parse” tree licensing production tife accounts guyLINK adjunction

Ty(t), Leave' (m21 oy (m21))

/\
(m21Bob/ (m21)) Leave’
@_1> (acc.guy’ (m21)),<$
Updating this representation according to the DS processing protoctlésvadding the acquired
restrictions at the node from which thekedtree is projected (individual stages here suppressed):

(9) Updating B’s “parse” tree licensing productiontb& accounts guy

Ty(t), Leave' (m21 gop (m21))

/\

Q(leBob’(m21)/\acc.guy/(m21))7 <> Leave’

(L™") (acc.guy’ (m21))

Finally, the information is passed up to the top node of the main tree, completingrietpee to
match B'’s goal tree in uttering the expresstbe accounts guy

(10) Completing B’s “parse” tree licensing productiontieé accounts guy
Ty(t), Leave,(m21Bob’(m21)/\a(:cAguy'(m21))7 <>

T

(m21Bob’(le)Aa,cc.guy’(le)) Leave’
¢

) (acc.guy’ (m21))
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4.2 Non-repetitive Clarification

In the acknowledgement case above, the term relative to whidmieal structure is built is fixed;

but the very same mechanism can be used when the interlocutor needsatlarifiln (2), B again
takes as his goal tree a tree decorated with an expansion of the termuctettirom parsing

A's utterance but nevertheless picking out the same individual. Usingehesame mechanism

as in (1) of building dinked structure constrained to induce shared terms, B provides a distinct
expression, the nant@horlton, this time before he has completed the parse tree for A's utterance.
This name, contributing a metavariable plus the constraint that the individtkgdpout must

be namedChorlton, is used to decorate the linked node so that it makes explicit the additional
predicative constraint on the individual being described. The outcdrtiésoprocess, when the
linked structure is evaluated, is a composite ten?ll p,cior (m21)AChoriton’ (m21)- 1NIS Process,
therefore, is identical to that employed in B’s utterance in (1), though tthardifferent effect at

this intermediate stage in the interpretation process, namely a clarification.xtéisien of the
term is confirmed by A, this time trivially replicating the composite term which prsiogsB’s
utterance has led to (see Kempson et al 2007 for such trivial goapé&ese- tree matches). The
eventual effect of the process of inducilingked structures to be decorated by coreferential type
terms may thus vary across monologue and different dialogue applicatibtieebmechanism is

the same.

4.3 Correction

It might be argued nonetheless that correction is intrinsically a dialogueopienon. Consider
(4) for example, reproduced below:

(4) A:Bob left.

B: Rob?

A: (No,) (Bob,) the accounts guy.

As one alternative, we assume here that B has misheard and requdstaatoon of what he has
perceived A as saying. A in turn rejects B’s utterance and provides imf@menation. Presuming
rejection as simple disagreement (i.e. the utterance has been understgadgbd as incorrect),
in DS terms, this means that A has in mind a goal tree that licensed what sheoldadexd, which
is distinct from the parse tree derived by processing B’s clarificatiershown in Kempson et al.
(2007), this means that A has been unable to process B’s clarificatinestas an extension of her
own context. Instead, she can parse the clarification by exploiting theti@dten introducing an
initially structurally underspecified tree-node to accommodate the contributithre avord Roh
Subsequently, by utilising the actions stored in context previously by gsoagher own utterance
of the wordleft, she is able to complete the integration of the fragment in a new propositional
structure.

In order to produce the following correction, what is required is for A stablish as the
current most recent representation in context her original goal Tit@e.can be monotonically
achieved by recovering and copying this original goal tree to serveeasutibent most immediate
contexf. Under these circumstances, given the DS grammar-as-parsergespgeveral strate-
gies are now available. A is licensed to repeat the nButeby locally extending the node in the

® Corrected representations must be maintained in the context as theyrmadepantecedents for subsequent
anaphoric expressions.
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context tree where the representation of the individual referred to @&dddy using the rule of
LATE* ADJUNCTION, a process which involves building a node of typieom a dominating node

of that type (illustrated in Kempson et al. 2007). An alternative way of licengepetition of the
word Bobis to employ one of the strategies generally available for the parsing of lotamndésde-
pendencies i.e. constructing initial tree nodes as unfixad{yNCTION). We will now illustrate
briefly the parsing steps showing how the latter strategy can be exploitedrisditiee production

of the fragment. Firstly an unfixed node is constructed and this providesti®nment appropri-

ate for the (test-)parse of the woBibb. As this development leads to a partial tree that subsumes
the goal tree, production &obis licensed:

(11) Licensing production of a correction bABIJUNCTION:

As goal tree A's parse tree
Ty(t), Leave' (m21 poy (m21)) Ty(t)

T |

(m21Bob’(m21)) Leave' m2130b’(m21)a &

An option available to A at this point is to introduce, in addition or exclusivelgfarmulation

of her original utterance in order to facilitate identification of the named indaligvhich proved
problematic for B previously. She can answer B’s utterandeaiiwith (No,) (Bob,) the accounts
guy, as in (4) or simply with(No,) the accounts guyoth are licensed by the DS parsing mech-
anism without more ado. The structure derived by processing sucktemsen is exactly that of
(1) above (compare the goal tree in (15) below and the tree in (10)asSweviously, a linked tree
can be constructed to (test-)parse the expregbi@accounts gugnd as subsumption is satisfied
at this stage this parse can be pursued in order to achieve a complete ngaeharid parse trees:

(12) LINK ADJUNCTION and checking goal tree subsumption:

As goal tree As parse tree
Ty(t)7 Leave/(m21Bob’(m21)/\acc.guy/(m21)) ?Ty(t)
/\ |
|

(leBob/(m,Zl)/\acc.guy’(m,21)) Leave' m2lBob’(m21)/\accAguy’(m21)7 <>
CL_1> (acc.guy’ (m21)) 6> (acc.guy’ (m21))
As we mentioned beforeontext as defined in DS, keeps track not only of tree representations
and words but also of the actions contributed by the words and utilised irirailgh the tree rep-
resentations. Production of the correction in (4) is licensed to be fraghtmtause the original
actions for parsing/producing the wdedt are available in the context and can be recalled to com-
plete the structure initiated by processing/producing the riamheSo at this stage, the actions for

left stored in the context can be retrieved and applied to the newly construetedttis provides
the required predicate without the need to pronounce the word as sulisuiBssatisfied:

(13) Retrieving and running the actions feft, pointer return to subject node
and checking goal tree subsumption:
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As goal tree A’s parse tree
Ty(t)a Leavel(m21Bob'(’le)/\acc.guy’('m21)) ?Ty(t)

(M21Bob (m21) nace.guy’ (m21))  Leave’ mleob'(m21);a:c.guy’(m2l) Ty(e), ¢ Leave’
\<L1> (acc.guy'(m21)) \<L1> (ace.guy’ (m21))
Now the unfixed node that was constructed by (test-)parsing the fragraenunify with the

subject node as the only licensed subsequent move. Further standapdtational actions will
complete the parse tree:

(14) Preparation fouNIFICATION and checking goal tree subsumption:

As goal tree A's parse tree
Ty(t)
Ty(t), Leave' (m21 o (m21)race.guy’ (m21)) /\
T Ty(e), ¢ Leave’

(mleob’(m21)/\acc4guy’(m21)) Leave' |
\ m21Bob’(m21)/\acc.guy/(m21)
(L") (ace.guy' (m21)) &

(L") (acc.guy’ (m21))

(15) uNIFICATION and completion of parse tree to match the goal tree:

As goal tree A's parse tree
Ty(t)v Lea’uel(m21Bob’(m21)/\acoguy’(m21)) Ty(t)» Leave,(m2lBob’(m21)/\acoguy’(m21) )7 <>

(m2lBob’('rn21)/\acoguy'('m21)) Leave' (mz]-Bob’(m21)/\ucuguy’(m21)) Leave'
\<L‘l> (acc.guy’ (m21)) &<L‘l> (acc.guy’ (m21))
The result is a parse tree that completely matches the goal tree, hencaghmefit(Bob,) the
accounts gugan be produced as it can be licensed in this particular context.

4.4 Combining Dialogue Functions in a Single Structure

In the examples considered so far, we have seen how a single type cimsroltan serve distinct
functions. A more striking case is (3), where the hearer, B, is able to lempypothesis as to how
A's question is going to be completed, and provides that completion by wayseier. Here we
have the case again where more than one function can be fulfilled evesirgl@utterance. As in
(2)-(2), license for such a use turns on taking the context that watrcoted by parsing input from
the interlocutor as the point of departure. That B is extending the struszttitgp by A's utterance
is self-evident; but in addition, both A's utterance, if she had completed d@,Bis utterance,
as presented, are elliptical as to the second disjunct. The success drtigslar form of split
utterance turns on the fact that what A is presenting is a dy@ero question with both possible
answers provided by the two disjuncts. So in completing it by providing just¢bend disjunct, B

45



can succeed in answering the question while simultaneously completing it. fi ioerg is more
to say here, the significance of (3) lies in the use of the single expresglitrhandedto fulfil
two functions, both the completion of a question and the provision of an anlsw@sS this can be
modelled, reflecting the phenomenon itself, without having to assume tharappsition of two
distinct structures, one upon the other. Incidentally, this is a case cmtitngdvhat is supposedly
unique to such interrupting completions, namely,that they require acknosvteztg by the hearer
before proceeding.

5 Conclusion

As these fragments and their construal have demonstrated, despitegsdistinct functions in
conversation, the mechanisms which make such diversity possible analgeinategies for tree
growth available in any type of genre, dialogue or monologue alike. In aks;athe advan-
tage which use of fragments provides is a “least effort” means of re-gmpl@revious con-
tent/structure/actions which constitute ttentext As modelled in DS, it is more economical to
reuse information from context rather than constructing representafossh (via costly pro-
cesses of lexical retrieval, choice of alternative parsing strategiek, etc

A further quandary in dialogue construal is that, no matter what avenuesdénomising their
efforts interlocutors may make use of, they are nevertheless faced wiitisr@asing set of inter-
pretative options at any point during the construction of representatiimes option available to
hearers is to delay a disambiguating move until further input potentially restteeuncertainty.
However, as further input is processed and parsing/interpretivengptiorease potentially rapidly,
maintenance of these open options becomes difficult for a human pracEssancremental def-
inition of the DS formalism allows for the modelling of an alternative available todrsaat any
point they could opt to intervene immediately, and make a direct appeal togbkesfor more in-
formation at the maximally relevant point during construction. It seems claathh latter would
be the favoured option and this is what clause-medial fragment interrg@im (2) illustrate.

The phenomena examined here are also cases where a speaket®aret’a representations,
despite attempts at coordination may, nevertheless, separate sufficiertigdoto have to seek
to explicitly “repair” the communication (see especially (4)). In the modelge here, the dy-
namics of interaction allow fully incremental generation and integration ofrieagal utterances
so that interlocutors can be taken to constantly provide optimal evideneelofother’s represen-
tations with necessary adjuncts being able to be incrementally introducedeldtti&r accounts,
in this model, fragment construal is modelled sub-sententially with no lifting devgield a
propositional unit as part of some putative discourse grammar. Indeefuctures/strategies are
posited specific to individual discourse functions to which a fragmenttisfoam a more general
point of view, the analyses presented here provide further evideeeealso Cann et al. (2007))
that a unitary basis for characterising elliptical phenomena as indeedtdefgendent interpre-
tation fixing becomes possible if a grammar formalism is adopted in which "syigaefined as
the progressive building up of representations of content to reflaktiree processing.
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