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Abstract

This paper continues the discussion started
in (Lücking et al., 2019), on the suitability or
otherwise of Vector Space Semantics (VSS) as
a model of semantics for NL in interaction.

1 Introduction

Lücking et al. (2019) argue that the distributional
hypothesis (DH) cannot lead to a psychologically
realistic modelling of natural language (NL) due to
its inability to stand as an autonomous basis for se-
mantics. Instead, they propose a model of the con-
ceptual mechanisms underpinning NL interaction
involving direct encoding of conceptual structures
and processes on individual brains (Cooper, 2019).
Problems of agent coordination are then resolved
as meaning negotiation and learning based on
game-theoretic modelling of symbolic signalling
that presupposes mental states with hardwired dis-
course structure (DGBs).

We find many points of agreement with
Lücking et al. (2019). However, we believe that
not all versions of implementing DH/VSS fall un-
der their criticism. Although in the past most op-
erationalisations of DH have involved only word
distributions, the recent multimodal trend involves
not only textual but also image and even audio
contexts (e.g. Kiela and Clark, 2017; Bruni et al.,
2014). Indeed, from early on, such models have
envisaged their extension to distributional repre-
sentations that include situational contexts (see
e.g. Landauer and Dumais, 1997, a.o.) and, in our
view, at least the combination of Dynamic Syn-
tax (DS; Kempson et al., 2001, 2016) and VSS
(DS-VSS, Kempson et al., 2019; Sadrzadeh et al.,
2018; Wijnholds et al., 2019) operates under as-
sumptions resolving the issues the authors raise.

Instead of employing individualistic referen-
tial mechanisms, DS proposes that semantic con-
tent emerges in interaction rather than in the cor-
respondence of representations in the brain to
entities in the world (Gregoromichelaki, 2019;
Gregoromichelaki et al., 2019). Hence, the struc-
tures manipulated by DS constitute complex,

highly-structured predictive triggers (affordances)
for further verbal/nonverbal actions. This idea
has been computationally implemented in DS-
TTR (Eshghi et al., 2017; Kalatzis et al., 2016;
Eshghi and Lemon, 2014) where, in a Reinforce-
ment Learning model, it is Record Types (RTs) of
Type Theory with Records (TTR; Cooper, 2005;
Cooper and Ginzburg, 2015) that are the triggers
for further action (dialogue contexts): clusters of
RTs are learned from interaction histories and, ac-
cordingly, a potential next response is chosen. But,
under the same assumptions, the DS-VSS integra-
tion appears to be equally suitable for the same
purpose, especially since it would appear to better
capture the nondiscrete, gradient effects associated
with such triggers.

On both the DS-TTR and DS-VSS views, nor-
mative semantic attributions do not concern facts
about individuals but relational facts about char-
acterisations of transactions of individuals with
the sociomaterial environment. Meaning then
arises in interaction, on the basis of affordances
made available to agents by sociomaterial settings
(‘forms of life’) that groups establish to direct
their perceptual and action capacities. In concrete
situations, agents selectively engage with multi-
ple affordances available in such affordance land-
scapes (Rietveld et al., 2018; Bruineberg et al.,
2018). These socially-established affordances
constitute a general basis of normativity both for
action/perception and NL meaning, in that indi-
vidual agents can have partial or imperfect grasp
of such potentials depending on their level of ex-
pertise. This is because individuals engage with
affordances through the experience of solicitations
(Dreyfus and Kelly, 2007): agents have abilities,
dispositions, and concerns regarding their interac-
tions which define the saliency of particular affor-
dances in concrete situations; and individual abil-
ities and values are acquired through histories of
interactions in particular settings.

This, we suggest, is where the aptness of DH
and VSS tools lies. In combination with DS, such
models can be seen as implementing exemplar ac-



counts of categorisation (Nosofsky, 2011) in that
the matrix representations record episodic mem-
ories of contexts of perception/action involving
particular stimuli (here, words). Word forms in
DS trigger sets of incremental actions and pre-
dictions; and past experiences with such stimuli-
situation pairs is what is stored and retrieved in
processing. Past co-occurrence, “similarity” rela-
tions, can then underpin associationist and prob-
abilistic mechanisms of online selective atten-
tion (affordance-competition) that result in incre-
mentally appropriate word retrieval (via activation
facilitation) in production and contextualisation
(narrowing-down or enrichment) in comprehen-
sion. Thus the significance of words emerges from
joint (re)constructive acts during use: runtime op-
erations over high-dimensional VS representations
(e.g., context-aware analogy cf. Landauer, 2002)
enable agents to engage with probabilistic distri-
butions over fields of predictions of further op-
portunities for action thus grounding normativ-
ity in local exchanges. On the other hand, ab-
stractions underpinning explicit normative judge-
ments, e.g., truth-conditional judgements, refer-
ence, grammaticality etc, are phenomena defin-
able only at a historical and group level of anal-
ysis, “bootstrapped” from more basic, domain-
general psychological capacities, and do not play
a fundamental grounding role in NL performance.

On this view, then, individual agents’ memories
do not store transductions of perceptual input into
symbolic conceptual representations (cf. Larsson,
2015). Instead, conceptual capacities are abili-
ties to discriminate alternative responses to similar
or dissimilar stimuli arrays (cues). Classical the-
ories of learning, like reinforcement or discrimi-
native learning (Rescorla and Wagner, 1972), can
then be employed to model the constantly evolv-
ing fluid responsiveness to NL stimuli, even highly
underspecified ones, like indexical pronouns, wh-
elements, and names. For example, in learn-
ing the distinction between the English words I,
you, and he/she, infants are initially expected to
display inconsistencies and individual differences
depending on their personal experience with in-
put, as they will not be “attuned” sufficiently to
the ambient social invariances that license the use
of each form. Recorded episodes of experience
with pronouns as cues for action initially will be
too few and too restricted to enable development
of speaker/addressee/non-participant discrimina-
tory features to ‘solicit’ the affordances that char-
acterise appropriate pronominal usage. But, in the
face of discrepancies between their own predic-
tions and actual experience, the infant will gradu-
ally come to discriminate salient aspects of the dis-
course environment to serve as cues for the choice
of form. Such a shift only becomes possible, how-
ever, if there are options available, namely, suf-

ficiently “similar” competing cues (in DS, trig-
gers of actions) that occur in similar contexts (lan-
guage games) like the various alternative forms
of pronouns. Such triggers compete with each
other on the basis of their predictive value regard-
ing subsequent events (in DS, further opportuni-
ties for rewarding interaction or avoidance of un-
desirable consequences). Competition means that
loss of associative strength by one cue results in
reinforcement of the other(s) in the same category
ensuing in an emergent systematic pattern of con-
trasts (Rescorla and Wagner, 1972). Moreover,
given that lexical triggers are necessarily fewer
than discourse situations/features, the same forms
can come to acquire added triggering effects by the
same process, i.e., contextual co-occurrence over-
lap and subsequent discrimination on the basis of
prediction error: for example, you can come to in-
clude or not multiple addressees in multiparty dia-
logue, or acquire an impersonal use that might in-
clude the speaker when the combination of contex-
tual features are sufficiently discriminative. Such
cases cannot be handled easily by the model pre-
sented in Lücking et al. (2019) because these uses
underdetermine, disregard, or eliminate the hard-
wired distinctions postulated in their DGB-based
modelling with arbitrary homonymies appearing
as the only available solution.

Similarly, regarding proper names, it is storage
of life episodes incidentally involving particular
interlocutors that resolves the problem of “refer-
ential” uncertainty by means of relying solely on
domain-general memory mechanisms rather than
specific assumptions about conceptual/discourse
structure. In fact, Gregoromichelaki et al. (2011)
argue that “mindreading” effects can be ac-
counted for exactly because of such co-occurrence
mechanisms that employ names as cues for
invoking past interactions with discourse par-
ticipants to ground appropriate redeployment
(Horton and Gerrig, 2005), rather than assuming
explicit representations of common ground or
metarepresentational reasoning.

Overall then, given DS-VSS modelling of
both word meaning and syntax alike as (socio)-
cognitive predictive and incremental mechanisms,
compositional VSS employing tensors and tensor
contraction provides a fruitful implementation of
exemplar-based categorisation, thus modelling the
emergence of NL polysemy, as well as ‘ad hoc
concept’ enrichment/narrowing effects, which oth-
erwise remain a mystery (Partee, 2018). Without
such an extension of our theoretical vocabulary
(Sadrzadeh et al., 2018), we believe that progres-
sive achievement of NL acquisition, the emergent
fluency of conversational exchange not only with
familiars but in arbitrary multiparty exchanges,
and the inexorability of NL change all threaten to
continue to elude us (Kempson et al., 2018).
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