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Abstract. This study examines the role of gaze and laughter coordi-
nation in human-robot interaction, focusing on how these non-verbal 
cues influence user perception of social robots. Using Furhat, we 
explore whether contextually appropriate alignment of gaze and laugh-
ter enhances the interaction quality in terms of human perception and 
emotional responses. Participants were divided into two experimental 
conditions – one experiencing well-aligned gaze and laughter, and the 
other encountering misaligned behaviours – while discussing a cooking 
activity with Furhat. Their interactions were recorded, followed by a 
questionnaire that assessed their perceptions and emotional responses. 
Results showed that participants exposed to contextually appropriate 
gaze-laughter alignment rated Furhat higher in empathy, naturalness and 
compassion compared to those who experienced the same behaviours in 
inappropriate contexts. Our findings suggest promising potential for 
designing more human-like social robots capable of meaningful non-
verbal communication. 
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1 Introduction 

Following technological advancements, human-machine interaction has become 
a central topic of scientific discussion. Socially Interactive Agents (SIAs), 
transitioning from two-dimensional interfaces to embodied agents in three-
dimensions, are now being deployed in education, healthcare, and customer ser-
vice, where they are expected to engage with humans naturally and intuitively. 
Advanced systems like Furhat demonstrate human-like interaction capabilities 
by integrating gaze, head-neck movements, and facial expressions. However, as 
noted by Zawieska [ 37], the integration of social robots into everyday life remains 
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limited, with their use focusing primarily on research settings rather than real-
world human-robot interaction. In this study we aim to explore social and prac-
tical aspects of human engagement via two non-verbal cues of human commu-
nication, gaze and laughter, and examine the influence of their coordination on 
user perceptions of naturalness, empathy, and human-likeness in social robots. 

Gaze plays a crucial role in social dynamics by signaling attentiveness, shap-
ing conversational flow, and facilitating interaction. Similarly, laughter enhances 
communication by easing tension, expressing emotions, and fostering social 
bonds. It is a universal, non-verbal expression of emotion, closely tied to social 
context. 

Though well-studied individually, gaze and laughter have rarely been anal-
ysed together in robot interactions. Expanding on Mazzocconi et al. [ 17], this 
study hypothesises that aligning gaze with laughter will make social robots 
appear more natural and human-like, enhancing interaction quality. Specifically, 
we ask: 

RQ1. Does the placement of gaze-aligned laughter improve the user’s con-
textual understanding? 
RQ2. Is the effectiveness of coordinating laughter with gaze patterns context-
dependent? 
RQ3. Does this coordination enhance the perceived naturalness, human-
likeness, and empathy of the social robot as experienced by the user? 

2 Related Studies 
2.1 Gaze and Laughter in Human Dialogue 

Studies, like Rossano [ 27], have highlighted cultural variations in gaze 
behaviours, mutual gaze’s role in maintaining conversation, and gaze aversion as 
a marker of cognitive effort or disengagement. Tiselius and Sneed [ 33] studied 
how interpreters use gaze aversion not only to manage cognitive load, but also to 
organize conversations and signal speaker transitions, particularly when inter-
preting in their weaker language. Gullberg and Holmqvist [ 9] showed that during 
a conversation, listeners rely on eye movements to better understand the speaker 
before deciding whether to ask for clarification. Similarly, Somashekarappa et al. 
[ 32] analysed gaze patterns in relation to speech acts, joint attention, and com-
munication, finding correlations between speech and gaze at reference objects 
but not between participants’ gaze at each other. The findings also highlight the 
role of mutual gaze in signalling cues like agreement. 

Moving on laughter, this study employs Mazzocconi et al.’s [ 18] taxonomy, 
which categorises laughter as a response to pleasant incongruity (e.g., jokes) or 
social incongruity (e.g., criticism or sympathy). Their research illustrates how 
laughter functions as both a social signal and a communicative tool, conveying 
meaning, contributing to irony, and facilitating conversational repair, thereby 
enriching and disambiguating the interpretation of conversational contexts.
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Social context is also critical, as people are significantly more likely to laugh 
with others than alone [ 29]. Beyond its social nature, laughter plays a functional 
role in emotional regulation. Different types of laughter, such as “mirthful” (gen-
uine) and “social” (polite or filler), contribute to varied conversational dynamics 
[ 12]. Research by Clift [ 4] further emphasizes laughter’s social function, showing 
how it mitigates conflict, softens negative assessments, and reinforces its role as 
a conversational tool distinct from humour. 

Mazzocconi et al. [ 17] explored how different types of laughter, such as 
responses to pleasant or social incongruity align with distinct gaze patterns. 
Laughter linked to pleasant incongruity typically involves making eye contact 
before laughing, looking away during the laughter, and returning gaze after-
ward. In contrast, laughter related to social incongruity tends to occur during 
eye contact, with gaze aversion happening just before and after the laugh. 

2.2 Socially Interactive Agents (SIAs) 

Socially Interactive Agents (SIAs) are autonomous virtual or physical systems 
that use verbal and non-verbal communication to create natural interactions. 
Social robots, a subset of SIAs, are three-dimensional physically embodied agents 
that interact with humans through communication, cooperation, and decision-
making tasks. Their behaviours are perceived as “social” based on the societal 
norms and they are intended to serve diverse roles, such as companions for older 
people, educators, and assistants in various contexts [ 11,13,14,37]. 

As stated previously, laughter and gaze are key communicative tools, yet 
their complexity poses challenges for integration into Socially Interactive Agents 
(SIAs). Bachorowski et al. [ 2] highlights the acoustic variability of laughter, 
with voiced laughter being more engaging than unvoiced laughter, as well as 
differences in pitch based on the individual’s gender. Annotation challenges, 
such as overlapping laughter, further emphasize its coordination demands [ 34]. 
Similarly, gaze coordination, as studied by [ 26], enhances conversation when a 
shared visual context is present, influencing language use. 

2.3 Gaze in SIAs 

Implementing gaze behaviours is important for creating natural and intuitive 
interactions in SIAs. Studies have examined various aspects of gaze integration 
to enhance social presence and improve user engagement. For example, Parreira 
et al. [ 24] found that gaze patterns in the Furhat robot, such as looking at the 
speaker or using gaze aversion, influenced turn length, participation balance, and 
user comfort. Prolonged eye contact during speech caused discomfort, highlight-
ing the need for careful gaze design. Similarly, Somashekarappa [ 31] investigated 
how different gaze patterns in social robots influence user engagement and per-
ception, finding that gaze manipulations based on human-human interaction 
positively impact anthropomorphism and interaction quality. 

Another study demonstrated that extroverts maintain longer eye contact 
than introverts and that mutual gaze increases speaking likelihood [ 1]. Finally,
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challenges in synchronising gaze with head movements, blinks, speech, and ges-
tures for natural interactions have been highlighted [ 28]. 

2.4 Laughter in SIAs 

Moving on to laughter, studies like Nijholt [ 21] highlighted the impact of humour 
on human interactions and its potential applications in SIA, noting key chal-
lenges in implementation, such as modelling appropriate humour responses and 
creating lifelike expressions of smiling and laughter. Other studies have looked at 
developing a system for generating shared laughter in conversational robots to 
improve empathy and naturalness [ 12]. Using models for laughter detection, 
shared laughter prediction, and laughter type selection, the system determined 
when and how to laugh (e.g., pleasant vs. social laughter). Additionally, Becker-
Asano and Ishiguro [ 3] investigated the naturalness of various types of female 
laughter in humanoid robots, while Cosentino et al. [ 5] and  Türker et al. [ 35] 
explored the impact of laughter-responsive robots. Their findings showed that 
robots capable of detecting and responding to human laughter increased inter-
action frequency, backchannel events (e.g., laughter and smiles), and communi-
cation pace. Lastly, Maraev et al. [ 16] demonstrated the benefits of integrating 
non-humorous laughter into task-oriented spoken dialogue systems, showing that 
laughter can improve the interaction quality by managing communication fail-
ures and providing natural feedback. 

2.5 Laughter and Gaze Coordination in SIAs 

Research into the coordination of gaze and laughter is a promising area of 
research, focusing on their interaction in human communication and potential 
applications in SIAs. 

Even though the available research on this topic is limited, there is a notice-
able direction in this area. For example, Becker-Asano and Ishiguro [ 3] investi-
gated the effects of laughter in interactions with the android robot Geminoid HI-1 
among thirty-six Japanese university students. Participants experienced both a 
control condition and a laughter condition, where Geminoid laughed in response 
to jokes. Additionally, the study incorporated gaze coordination with laughter, as 
Geminoid HI-1 was programmed to laugh while simultaneously directing its gaze 
toward participants during interactions. The results demonstrated that laugh-
ter, particularly when combined with directed gaze, effected the participants’ 
perceptions of the robot. 

3 Methodology 

The study investigates how gaze and laughter coordination in human-robot inter-
action affects the user perception of social robots using Furhat. Participants 
were guided by a robot while following a recipe generated by GPT-4 [ 22,23], 
with the robot integrating laughter and gaze functions to simulate human-like 
behaviour. The methodology was informed by a pilot study (reported in [ 7, 8])
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The Robot. In this study we used a Furhat [ 20], a human-like robot head 
designed for rich, multi-modal dialogue. Using back-projected facial animation 
on a 3D mask, Furhat supports synchronised speech, facial expressions, and 
attention control for natural multiparty interactions. We controlled Furhat via 
Remote API with a statecharts-based [ 10] dialogue manager which enables event-
driven dialogues and mixed-initiative conversations where both the system and 
users could initiate exchanges. Furhat’s attention control mechanism tracked the 
system’s and its interlocutors’ attention, enabling smooth communication. 

Experimental Conditions. Two conditions were tested: correct and incorrect 
laughter timing. In the correct condition, three fixed laughter functions were 
inserted into the dialogue precisely when Furhat made a deliberate mistake, 
overlooked a tool, or joked about lacking hands – aligning with Mazzocconi et al. 
[ 18]’s taxonomy on social and pleasant incongruity. In the incorrect condition, 
these same laughter events were deliberately misplaced (e.g., occurring after 
neutral statements), with manual interventions either triggered asynchronously 
or not at all to avoid bias. Intermediate states containing only gaze and facial 
expressions gave Furhat time to display non-verbal behaviours or pause, allowing 
the experimenter to press buttons for extra laughter triggers if needed (See 
Sect. 3.1 for more details), while maintaining overall conversational flow. 

Participants. Nineteen participants (10 men, 7 women, and 2 selecting the 
option “prefer not to say”, aged 20–40, were recruited via social media and group 
chats. A poster detailing the study’s objectives, ethical approval, and participa-
tion requirements was shared among English-speaking individuals interested in 
technology and social robots. To encourage participation, the poster mentioned 
that fika (coffee, beverages, and snacks) would be provided as a reward instead 
of monetary compensation. Participants were randomly assigned to correct (10 
participants) or incorrect (9 participants) laughter-gaze placement conditions. 
They received a general explanation of the study but were not informed about 
the specific manipulation to minimize bias. Upon arrival, participants reviewed 
and signed a consent form, then received an instruction sheet alongside a brief 
demonstration of the recipe task. 

Task. The participants interacted with Furhat in a simulated and collabora-
tive cooking activity, in which they generated and followed a recipe (check-
ing/gathering ingredients and tools, and executing steps). Throughout the inter-
action, Furhat demonstrated gaze movements and laughter. Post interaction, 
participants completed a questionnaire evaluating metrics such as the robot’s 
empathy, naturalness, human-likeness, and the user’s emotional responses. 

Experimental Setup. Each participant interacted with Furhat for 15–20 min 
in a controlled room equipped with three cameras for multi-angle recording. 
Furhat was stationed on a table with a monitor displaying GPT-generated
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recipes and a microphone for audio capture; cooking tools were arranged real-
istically to enhance engagement (Fig. 1). Following the interaction, participants 
completed a 10–15 min questionnaire. Finally, they were invited for coffee and 
snacks in a less formal setting, where they systematically shared feedback about 
their experience. Each participant was asked about their overall impression of the 
interaction, any elements that stood out or felt unusual, and their thoughts on 
Furhat’s gaze and laughter separately. Additionally, they were encouraged to 
reflect on any patterns they may have noticed during the robot’s laughter, with-
out being explicitly guided toward context or expression. This session provided 
additional qualitative insights, and the entire experiment lasted 45–60 min over-
all. 

Fig. 1. Experiment Set-up 

Questionnaire. The post-experiment questionnaire addressed both interaction 
experience and emotional response. In the first half, participants rated Furhat’s 
empathy, authenticity, human-like behaviour, rapport, and overall satisfaction 
on a 1–10 scale [ 12,25,36], allowing statistical analysis while preserving the sub-
jective nature of individual responses. In the second half, participants used the 
Geneva Wheel of Emotions (GWE), following [ 3], to identify which of the twenty 
listed emotions (e.g., joy, frustration, interest) they experienced and rate their 
intensity on a 0–5 circular scale, capturing emotional variations across exper-
imental conditions. Finally, an open-comments section allowed participants to 
provide additional qualitative feedback, complementing the structured data. 

3.1 Gaze and Laughter Implementation 

Human interaction uniquely integrates non-verbal cues with verbal communica-
tion, relying on this alignment to fully convey meaning. This study’s conversation 
design coordinated both gaze and laughter, informed by the GHI corpus [ 17] for
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laughter annotations and by [ 32] for multi-modal gaze patterns (e.g., looking 
around the table). Additionally, guidelines from [ 31] on Furhat’s eye movements 
shaped the frequency and patterns of eye transitions. 

Facial Expressions. For this study, Furhat’s facial expressions – provided 
by Furhat Robotics [ 6]’s SDK Library – (such as thoughtfulness, happiness, 
and surprise) were refined to enhance our perception of their naturalness. This 
included extending their duration, adding smoother transitions, and incorpo-
rating gaze movements. The surprise expression featured widened eyes and an 
upward glance, while thoughtfulness included shifting gaze, furrowed brows, and 
small pauses (e.g., “hmm”). Each expression was triggered automatically at con-
textually relevant dialogue moments aiming to replicate human-like reactions 
(such as a thoughtful look while awaiting GPT-4 responses or surprise when a 
user spotted an “unexpected” ingredient quantity). Additionally, two filler pause 
variations distinguished deeper thinking (longer pause, typically when waiting 
for GPT-4) from brief consideration (shorter pause, such as during small talk). 

Gaze Patterns. Furhat’s gaze patterns included looking left, right, up, and 
down, both with and without neck movement, to replicate fluid human eye and 
head motions. These ranged from simple transitions (e.g., right to left) to more 
dynamic combinations (e.g., left to right while tilting the neck down-left), cre-
ating a sense of continuous scanning and attention. Gaze cues helped guide the 
user’s focus – such as when searching for specific cooking tools – and were coor-
dinated with facial expressions and sounds to reflect different states of thinking. 
This multilayered approach supported natural conversation flow, reinforced user 
engagement, and heightened the illusion of human-like behaviour. 

Laughter Functions. Two distinct laughter functions were implemented in 
Furhat, following Mazzocconi et al. [ 17] observations in human-human dialogue 
– one reflecting social incongruity (gaze initially averted, then eye contact dur-
ing laughter, followed by gaze aversion) and the other pleasant incongruity (eye 
contact first, brief gaze aversion mid-laugh, then returning eye contact) (Fig. 2). 
Both functions used the same facial expressions (e.g., narrowed eyes, arched 
brows, wrinkled nose) with synchronised lip, eye, and neck movements. These 
were triggered automatically and were embedded as robot-initiated and fixed 
“laugh states” within the dialogue – one each in the ingredient, tool, and step 
sections (See Sect. 3.2 for details). However, to accommodate unpredicted user-
initiated laughter, three function buttons were available in each state: one for 
triggering a separate social laughter state, one for triggering a separate pleasant 
laughter state, and one for terminating the experiment if needed. The additional 
laugh states were manually triggered by the experimenter, allowing the robot 
to respond to user-initiated laughter in real time and ensuring the interaction 
remained contextually appropriate and smooth. The experimenter observed the 
interaction from a separate room through a one-way mirror and was not phys-
ically present with the participants. It is important to note that this manual
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intervention was intended primarily as a safeguard to address potential issues 
with the program and was rarely used during interactions. 

Fig. 2. Visual Representation of Laughter as a response to Pleasant Incongruity (top) 
and Social Incongruity (bottom). 

3.2 Dialogue Implementation 

The dialogue system used a TypeScript-based back-end and the XState library 
for statechart implementation [ 10], along with Furhat Robotics resources (remote 
API, Swagger Editor, SDK). To address limitations observed in a pilot study [ 8] 
[ 7], GPT-4’s role was minimised, transitioning from the primary conversational 
driver to a supportive tool. GPT-4 was used selectively for generating recipes 
and providing supplementary information – such as a cooking tool replacement, 
while most of the dialogue was scripted to reduce issues like repetition and 
inconsistency. 

Initial State. For the session, two personalities were implemented in Furhat: 
Alicia – a female instructor persona – introduced the session, provided essential 
instructions, and then handed off to Mathew, a male cooking partner persona 
who guided users through the cooking interaction. Both personas operated on the 
same physical Furhat robot, but with distinct visual appearances and voice pro-
files. The transition between Alicia and Mathew was performed instantaneously
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using Furhat’s animation graphics, which switched Alicia’s face and voice to 
Mathew’s. To ensure a smooth experience, Alicia informed the user in advance 
that the profile would soon change to Mathew. This transition marked the exper-
iment’s official start, beginning with the robot asking for the user’s name to 
familiarise them with Furhat’s speech recognition and set a friendly tone. To 
ensure privacy and reduce discomfort, GPT-4 generated a playful “food-related 
nickname” (e.g., Elena Lasagna or Lollipop Lloyd) based on the user’s input, 
adding an element of fun and minimizing formality. This nickname remained 
consistent throughout the session. When users chose not to provide a name or 
Furhat’s Automatic Speech Recognition failed to capture their input, Furhat 
generated a random nickname. 

Recipe Generation. Once the initial setup was complete, Furhat asked par-
ticipants to name any savoury or sweet dish, which became the basis for a 
GPT-4 real-time generated recipe. A prompt extracted the dish name, and a 
second prompt created a JSON recipe with five ingredients, five tools, and ten 
steps, formatted and limited by strict criteria (e.g., quantities in cups or spoons) 
(Fig. 3). The generated output was split into two parts: a text file (.txt) dis-
played to participants and a JSON file, parsed into code variables for Furhat’s 
dialogue. This implementation helped maintain a natural conversational flow, 
dividing the interaction into ingredient, tool, and step “states”. To ensure a 

Task: Generate a recipe with 5 ingredients, 5 cooking tools, and ONLY 10 steps in 
a JSON format, e.g., 

Fig. 3. Recipe Prompt passed on ChatGPT4
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smooth user experience, the recipe text was visibly displayed on a monitor, and 
Furhat was programmed to wait if needed before proceeding. 

Subdialogues 

Ingredients Interaction. During the ingredient states, Furhat prompted par-
ticipants to list each ingredient one by one, verifying quantities and occasionally 
introducing deliberate errors (e.g., 9 kg instead of 2 cups) to simulate real-world 
mistakes. Participants could switch roles (saying “next” or “help”) or request 
Furhat to “look again,” highlighting Furhat’s adaptability and facial expressions. 
Internally, Furhat tracked each ingredient with dedicated variables, ensuring log-
ical progression and a smooth transition to the cooking tools state. 

Tools Interaction. Similar to ingredients, Furhat guided participants through 
verifying tools scattered on a table, enabling visual interaction. If a listed tool was 
unavailable, Furhat prompted GPT-4 for alternatives (e.g., a microwave or an 
air-fryer instead of an oven), reflecting real-world problem-solving. As before, 
mixed initiative was possible and once all tools were checked off, the dialogue 
proceeded to the cooking steps state. 

Steps Interaction. During the cooking steps, participants read each recipe 
step aloud, which Furhat passed to GPT-4 for validation. Furhat filled in gaps 
for incomplete steps or confirmed accurate ones before proceeding. Users could 
ask Furhat to read the recipe, leveraging the role-switch feature. Each step was 
followed by a three- to five-second pause for execution, punctuated by GPT-4-
generated fun facts or scripted cooking-related small talk. The interaction alter-
nated between steps, pauses, and small talk until all ten steps were completed. 

Finalization. After the final step, Furhat switched back to Alicia, who formally 
concluded the session, thanked participants, and reminded them to complete the 
post-experiment questionnaire. Alternating between Alicia and Mathew distin-
guished the experiment phases and clearly signaled the session’s start and end. 

4 Results 

The questionnaire data revealed a strong preference for contextually correct 
laughter, with better ratings across most metrics in the Correct Laugh (CL) con-
dition compared to the Wrong Laugh (WL) condition. To analyse these trends, 
quantitative methods including paired t-tests, standard deviation, ANOVA sig-
nificance analysis, and Pearson Correlation were applied, followed by qualita-
tive insights from participant feedback, experimenter observations, and video 
recordings. This dual analysis explores the role of gaze-laughter coordination in 
enhancing engagement and user experience with Furhat. Throughout this anal-
ysis, “laughter” refers specifically to Furhat’s aligned gaze-laughter functions, 
ensuring clarity and focus on these interaction dynamics.
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4.1 Quantitative Analysis 

The quantitative analysis examines how CL and WL placement influenced par-
ticipants’ perceptions and emotions. We divide the analysis into two subsections: 
User Experience and Perception (e.g., empathy, naturalness, rapport) and Emo-
tional Experiences (e.g., joy, pleasure, compassion). 

Table 1. User experience and perception in CL and WL conditions: Mean Score, 
Standard Deviation, Mean Difference (Δ), and ANOVA Significance (p). Statistically 
significant results (p <  0.05) are marked with an asterisk (*), and marginally significant 
results (0.05 ≤ p <  0.1) are indicated with a dagger (†). 

Metric (1-10) CL, mean (SD) WL, mean (SD) Δ p 
Empathy 7.40 (1.58) 5.89 (1.17) 1.51 0.031∗ 

Naturalness and Authenticity 6.10 (0.99) 4.89 (1.54) 1.21 0.055† 

Human-Likeness 6.40 (1.65) 5.89 (1.17) 0.51 0.451 
Understanding 7.00 (1.94) 7.56 (1.74) −0.56 0.522 
Naturalness of Laughter 6.20 (2.30) 4.22 (1.86) 1.98 0.056† 

Perceived Rapport 6.40 (1.17) 6.67 (1.50) −0.27 0.670 
Perceived Contribution 5.30 (1.83) 6.22 (2.11) −0.92 0.321 
Perceived Interest from Furhat 5.40 (2.91) 5.44 (2.40) −0.04 0.972 
Perceived Connection 6.30 (1.70) 5.22 (1.56) 1.08 0.170 
Perceived Mutual Understanding 6.40 (1.51) 6.89 (1.05) −0.49 0.429 
Ability to express oneself fully 4.70 (2.79) 6.00 (1.94) −1.30 0.260 
Perceived Warmth & Care 7.50 (2.01) 6.44 (2.19) 1.06 0.288 
Perceived Respect 8.70 (2.26) 8.22 (1.09) 0.48 0.573 
Perceived Frustration 4.00 (2.67) 2.33 (1.22) 1.67 0.104 
Overall Satisfaction 7.00 (1.83) 7.00 (1.00) 0.00 1.000 

Users Experience and Perception. Key metrics from the questionnaire, 
including empathy, naturalness, human-likeness, rapport, and satisfaction, were 
analyzed across the CL and WL conditions (Table 1). Participants rated Empathy 
greater in the CL condition (mean = 7.40, SD = 1.58) compared to WL (mean 
= 5.89, SD = 1.17; F (1, 17) = 5.524, p  = 0.031), with lower variability in CL 
indicating more consistent positive perceptions. Naturalness and Authenticity 
were similarly rated marginally more significant in CL (mean = 6.10, SD = 0.99) 
than in WL (mean = 4.89, SD = 1.54; F (1, 17) = 4.250, p  = 0.055), suggesting 
the importance of appropriate laughter placement. Ratings for the Naturalness of 
Laughter were also marginally higher in CL (mean = 6.20, SD = 2.30) than WL 
(mean = 4.22, SD = 1.86; F (1, 17) = 4.191, p  = 0.056). There were no other 
significant differences.
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Fig. 4. Pearson’s Correlation Coefficient Between Interaction Key Metrics. The table 
shows only a selection of correlations that appeared to influence participants’ percep-
tions of their interaction with Furhat the most. 

Metrics’ Correlations. Key correlations also emerged from the data (Fig. 4). 
Empathy was correlated with naturalness and authenticity (r = 0.592) and the 
naturalness of laughter (r = 0.678), emphasising the role of contextually appro-
priate laughter in enhancing user perceptions. Naturalness and authenticity cor-
related with laughter’s naturalness (r = 0.655) and warmth (r = 0.664), fur-
ther highlighting laughter’s importance in maintaining engaging and natural 
interactions. Human-likeness and understanding showed a moderate correlation 
(r = 0.604), underscoring the value of aligned non-verbal cues. Finally, satis-
faction and frustration were negatively correlated (r = −0.636), demonstrating 
that frustration significantly detracts from the overall user experience. 

Users Emotional Response. The key emotions presented in the Geneva 
Wheel of Emotions and the two conditions – CL and WL – to understand 
how these conditions influenced participants’ emotional responses. Positive emo-
tions, such as joy, pleasure, and compassion, were examined alongside negative 
emotions, including disappointment, anger, and contempt. The results show that 
compassion was the only emotion to show a statistically significant difference 
between the two conditions. Participants reported higher compassion in the CL 
condition (mean = 3.30, SD = 1.57) compared to the WL condition (mean = 
1.56, SD = 1.33), with an ANOVA p-value of F (1, 17) = 6.747, p  = 0.019. This 
indicates that contextually appropriate laughter strongly enhances feelings of 
compassion, while misplaced laughter diminishes it.
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Table 2. GWE Results in CL and WL Conditions: Mean Score, Standard Devia-
tion, Mean Difference, and ANOVA Significance. Statistically significant results (p <  
0.05) are marked with an asterisk (*). 

Emotion (0-5) CL, mean (SD) WL, mean (SD) Δ p 

Interest 4.40 (1.07) 4.44 (0.53) −0.04 0.912 
Amusement 4.40 (0.70) 4.11 (0.78) 0.29 0.407 
Pride 2.00 (2.05) 1.56 (1.59) 0.44 0.608 
Joy 3.50 (1.78) 3.22 (1.48) 0.28 0.718 
Pleasure 3.20 (1.32) 2.67 (1.73) 0.53 0.457 
Contentment 2.70 (2.16) 2.89 (1.36) −0.19 0.825 
Love 0.90 (1.45) 0.56 (1.01) 0.34 0.561 
Admiration 2.60 (1.84) 2.67 (1.80) −0.07 0.937 
Relief 1.10 (1.66) 1.00 (1.32) 0.10 0.887 
Compassion 3.30 (1.57) 1.56 (1.33) 1.74 0.019* 
Sadness 0.20 (0.42) 0.33 (0.71) −0.13 0.620 
Guilt 0.10 (0.32) 0.00 (0.00) 0.10 0.357 
Regret 0.20 (0.42) 0.11 (0.33) 0.09 0.620 
Shame 0.50 (0.85) 0.44 (1.01) 0.06 0.898 
Disappointment 1.20 (1.40) 0.67 (1.32) 0.53 0.406 
Fear 0.10 (0.32) 0.33 (0.71) −0.23 0.357 
Disgust 0.10 (0.32) 0.00 (0.00) 0.10 0.357 
Contempt 0.40 (0.97) 0.44 (1.33) −0.04 0.934 
Hate 0.20 (0.42) 0.00 (0.00) 0.20 0.174 
Anger 0.50 (1.27) 0.33 (0.71) 0.17 0.732 

Fig. 5. Pearson’s Correlation Coefficient Between Interaction Key Metrics and GWE. 
The table shows only a selection of correlations that appeared to influence participants’ 
perceptions of their interaction with Furhat the most.
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Emotions’ Correlations. Correlation analysis between emotions and key 
interaction metrics provides deeper insights into the interplay between emo-
tional responses and perceptions of Furhat’s behaviour. Positive emotions, such 
as joy, amusement, and compassion, were strongly correlated with metrics like 
perceived rapport, warmth, and empathy. For example, joy showed a strong pos-
itive correlation with perceived rapport (r = 0.75), while compassion was linked 
to empathy (r = 0.53). These findings underscore the importance of aligning non-
verbal cues like laughter with the conversational flow to foster positive emotional 
experiences. Conversely, negative emotions displayed negative correlations with 
interaction metrics. For instance, disappointment was negatively correlated with 
overall satisfaction (r = −0.57), and anger with perceived respect (r = −0.67). 
These relationships indicate that when participants felt disrespected or dissat-
isfied, they were more likely to report negative emotions. Similarly, emotions 
such as regret and shame were linked to lower levels of perceived understanding 
and respect, highlighting the detrimental effects of misaligned non-verbal cues 
on participant perceptions (Table 2 and Fig. 5). 

In summary, the findings illustrate that while contextually appropriate 
laughter significantly enhances positive emotions like compassion, its impact 
on other emotions is less pronounced. Misplaced laughter primarily influences 
negative emotions indirectly by reducing perceptions of rapport, warmth, and 
respect. These results emphasize the critical role of aligning non-verbal cues, 
such as laughter, with the overall interaction context to enhance user experience 
and emotional engagement in human-robot interactions. 

4.2 Qualitative Analysis 
Gaze Patterns. Gaze patterns were central to how participants perceived 
Furhat’s human-like qualities. In the CL condition, participants appreciated 
Furhat’s ability to mimic human gaze behaviours, such as looking around while 
giving instructions. Participant 5 highlighted that Furhat’s subtle gestures like 
blinking and head movements made it appear more human-like. In the WL 
condition, while there were no direct comments about gaze, participants still 
noticed its presence. Participant 13 remarked that Furhat’s tracking of move-
ments and gaze added engagement, even when the laughter response was mis-
aligned. These findings suggest that gaze behaviours are consistently engaging, 
regardless of the context of laughter. 

Laughter. Responses to laughter varied between the two conditions. In the CL 
condition, participants generally responded positively to Furhat’s humour. For 
example, Participant 9 praised Furhat’s jokes as “on point”, while Participant 
17 described its humour as “adorable”, even though the laughter sound was 
considered odd. Some participants noted other aspects of the interaction, such as 
pronunciation or speech delivery, as enhancing the humour. In the WL condition, 
participants often described the laughter as forced or out of place. Participant 
15 mentioned experiencing the “uncanny valley effect” due to abrupt transitions 
between laughter and other behaviours. Comments in this condition focused less
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on the laughter itself and more on other interaction features, such as Furhat’s 
gaze or room-scanning movements. Observational notes indicated that laughter 
was most effective when contextually appropriate and well-timed. For instance, in 
the CL condition, synchronised laughter between robot and participant created 
shared humorous moments, enhancing the interaction. Conversely, in the WL 
condition, Furhat’s lack of synchronised laughter led to awkwardness or disrupted 
engagement. 

Non-verbal Cues. The qualitative findings align with quantitative results, 
where Joy strongly correlated with Human-Likeness (r = 0.60). Both gaze and 
laughter significantly shaped participants’ experiences, highlighting the impor-
tance of context and timing in delivering non-verbal cues effectively. 

Interaction Flow. Participants experienced a range of emotions during their 
interactions with Furhat, from joy in smooth conversations to frustration when 
misunderstandings occurred. Feedback highlighted the importance of interaction 
flow in shaping emotional responses. For instance, Participant 6 (CL) stated, 
“The conversation triggered emotions most – joy when it was going smoothly; 
and disappointment when it was not”. Negative responses often stemmed from 
disruptions, such as Furhat repeating questions, as noted by Participant 1 
(CL), who described feeling “annoyed” and “worried about their accent” when 
Furhat misunderstood them. Similarly, Participant 16 (WL) felt “ignored” and 
“ashamed” when Furhat failed to respond appropriately: “I felt ignored at cer-
tain points like talking by myself.” 

Failures in reciprocal communication, where participants felt their input 
wasn’t acknowledged, often led to negative emotions such as frustration or 
shame. For example, Participant 14 (WL) expressed annoyance when Furhat 
ignored their comments, stating, “My emotions were mainly triggered when 
he openly responded to my comments or ignored them.” Observational notes 
linked these disruptions to technical limitations like speech recognition errors, 
such as mistaking “flour” for “flower,” which caused conversational loops. Quan-
titative findings supported these insights, showing negative correlations between 
emotions like Disappointment and both Understanding (r = −0.58) and Overall 
Satisfaction (r = −0.56). Similarly, Anger correlated negatively with satisfac-
tion (r = −0.63). These results underline the importance of accurate speech 
recognition and effective verbal cues in maintaining a smooth interaction flow. 

Laughter and small talk were recurring themes in feedback. Participant 10 
(CL) appreciated the interaction’s novelty, saying, “I love new things, and that 
was entertaining”. Participant 15 (WL) enjoyed Furhat’s small talk, feeling it 
created a sense of teamwork. However, challenges arose when humour or small 
talk seemed forced or intrusive. For example, Participant 11 (WL) expressed 
frustration when Furhat interrupted during small talk. Some participants wished 
for deeper conversations, as Participant 12 (WL) reflected: “It would be cool if 
I could interact more there”.
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Overall Observations. Experimenter notes revealed participants’ engage-
ment extended beyond verbal interactions, often involving physical actions like 
manipulating tools to simulate cooking. Participants mirrored Furhat’s gaze and 
expressions, enhancing their connection with the robot. For instance, during 
Furhat’s “thinking” states, participants mimicked its up-and-down eye move-
ments. One participant noted, “I liked how he would think or process something 
like the recipe generation. You can really understand it from his eyes”. 

Laughter, especially when contextually appropriate, often elicited recipro-
cal smiles or laughs. However, participants were more aware of moments when 
Furhat failed to reciprocate their laughter, aligning with the idea that devia-
tions from expected behaviours are more noticeable than natural behaviours. 
Participants also frequently synchronised their actions with Furhat’s, such as 
double-checking its gaze during the tools state, indicating a high level of mutual 
awareness. 

5 Conclusion and Discussion 

This study examined how coordinating gaze and laughter in the social robot 
Furhat influences user perceptions of empathy, human-likeness, and naturalness. 
Our results highlighted the importance of context in non-verbal cue placement 
and user expectations. In this section, we answer the research questions intro-
duced in the Introduction (Sect. 1), address certain limitations that may have 
influenced participant interactions with Furhat, and propose directions for future 
research. 

RQ1: Does the placement of gaze-aligned laughter improve the 
user’s contextual understanding? While gaze-laughter alignment influenced 
participants’ perceptions of contextual understanding, the effect was not sta-
tistically significant. Participants seemed to rely more on verbal content for 
understanding, given the structured nature of the tasks. Clear verbal cues, such 
as Furhat joking about its lack of hands, reduced the dependence on non-verbal 
alignment. Expectations based on the uncanny valley effect may have also played 
a role, which as described by [ 19], occurs when highly realistic but imperfectly 
human-like robots evoke discomfort, often due to mismatched features or incon-
sistencies in realism [ 15,30]. Participants in the CL condition expected higher 
naturalness, potentially leading to lower ratings when these expectations weren’t 
fully met. 

RQ2: Is the effectiveness of coordinating laughter with gaze pat-
terns context-dependent? The placement of gaze-laughter cues significantly 
impacted emotional metrics such as empathy, naturalness, and compassion, par-
ticularly in the CL condition. Misaligned cues disrupted the interaction, reducing 
perceived attentiveness and responsiveness. These findings emphasize the critical 
role of contextually appropriate non-verbal behaviors in enhancing human-robot 
interactions. 

RQ3: Does this coordination enhance the perceived naturalness, 
human-likeness, and empathy of the social robot as experienced by the
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user? Our results indicate that gaze-laughter coordination improved perceptions 
of empathy and naturalness but had a limited effect on human-likeness. Human-
likeness, as a holistic metric, is likely influenced by a broader range of behaviours, 
including speech and facial expressions. The task’s thematic focus and variability 
in participant expectations – such as attention shifts to external elements like 
the recipe monitor – may have diluted the impact of non-verbal cues on this 
metric. 

In conclusion, with this research we explored how coordinating gaze and 
laughter affects perceptions of empathy, human-likeness, and naturalness in 
social robots, using Furhat as a platform. While previous studies examined gaze 
and laughter separately, this research combined these cues in context-sensitive 
dialogue to enhance task-oriented interactions. Participants experienced either a 
CL condition, featuring contextually appropriate gaze-laughter alignment, or a 
WL condition, where the cues were misaligned. Our results showed that correct 
alignment significantly improved perceptions of empathy, naturalness, and com-
passion, and participants often mirrored Furhat’s gaze and gestures, indicating 
strong engagement. 

Despite limitations, including a small sample size of 19 participants and occa-
sional errors in Furhat’s Automatic Speech Recognition (ASR), the results offer 
valuable insights. Manual response triggering sometimes caused delays that dis-
rupted conversational flow, and multi-modal distractions (e.g., recipe monitors) 
reduced participants’ focus on Furhat’s non-verbal cues. Furthermore, this study 
did not consider other non-verbal signals, such as vocal intonation, which could 
create mismatches between human-like body language and the robot’s synthetic 
voice. 

Future work should focus on real-time, automated laughter detection and 
minimising distractions to better evaluate gaze-laughter effects. Exploring varied 
laughter types and testing these cues across different contexts could further 
refine their impact. By improving non-verbal coordination, social robots can 
foster more natural, empathetic, and engaging interactions. 

6 Ethical Considerations 

This study prioritised participant privacy and safety by adhering to strict ethi-
cal and legal standards. Key measures included obtaining ethical approval from 
the Swedish Ethical Review Authority and ensuring compliance with the Gen-
eral Data Protection Regulation (GDPR) 2016/679. Participants were informed 
of the recording and their rights at all stages – through recruitment posters, 
reminders during scheduling, and signed consent forms upon arrival. These safe-
guards emphasised their right to withdraw or request modifications to their data 
at any time. To maintain anonymity, participants used pseudonyms, and GPT-4 
was programmed to generate fake nicknames for the names provided. Raw video 
footage was accessible only to the experimenter, supervisors, and research mem-
bers, while questionnaires were anonymised with unique codes linked to experi-
mental conditions rather than personal identifiers. For publication, all identifying
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details were excluded, and visuals were blurred to protect participant identities. 
These protocols ensured responsible data handling while safeguarding partici-
pant confidentiality. 
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